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#### Abstract

Let $X$ be a complex projective variety of complex dimension $n$ with only isolated singularities of simply connected links. We show that we can endow the rational cohomology of the family of the $\bar{p}$-perverse intersection spaces $\left\{I^{\bar{p}} X\right\}_{(\bar{p})}$ with compatible mixed Hodge structures.


## 1. Introduction

This paper deals with the notion of mixed Hodge structure associated to the intersection spaces of a complex projective variety $X$ of complex dimension $n$ with only isolated singularities and simply connected links.

Intersection spaces were defined by Markus Banagl in [2] as a way to spatialize Poincaré duality for singular spaces. Suppose given a compact, connected pseudomanifold of dimension $n$ with only isolated singularities and simply connected links. We assign to this space a family of topological spaces $I^{\bar{p}} X$, its intersection spaces, where $\bar{p}$ is an element called a perversity varying in a poset $\mathcal{P}_{n}$ called the poset of perversities. By analogy with intersection cohomology, denote by $H I_{\bar{p}}^{*}(X):=H^{*}\left(I^{\bar{p}} X, \mathbb{Q}\right)$ and by $\widetilde{H} I_{\bar{p}}^{k}(X)$ the associated reduced cohomology. We then have for complementary perversities a generalized Poincaré duality isomorphism

$$
\widetilde{H} I_{\bar{p}}^{k}(X) \cong \widetilde{H} I_{n-k}^{\bar{q}}(X)^{\vee}
$$

with $\widetilde{H} I_{n-k}^{\bar{q}}(X)^{\vee}=\operatorname{hom}\left(\widetilde{H} I_{n-k}^{\bar{q}}(X), \mathbf{Q}\right)$.
The theory of intersection spaces can be seen as an enrichment of intersection homology since they both give complementary information about $X$.

The aim of this paper is twofold. First we want to get a better understanding of the family of cohomology algebras $\left\{H I_{\boldsymbol{\circ}}^{*}(X)\right\}_{\bar{p} \in \mathcal{P}_{n}}$ when we take all the spaces into consideration. We then want to put a mixed Hodge structure on these algebras and get results about formality of intersection spaces.

Formality is a notion tied to the rational homotopy theory of topological spaces. The rational homotopy type of a topological space $X$ is given by the commutative differential graded algebra $\mathrm{A}_{\mathrm{PL}}(X)$ in the homotopy category $\mathrm{Ho}\left(\mathrm{CDGA}_{\mathbf{Q}}\right)$ defined by formally inverting quasi-isomorphisms and where $A_{P L}(-):$ Top $\rightarrow C D G A_{Q}$ is the polynomial De Rham functor defined by Sullivan. The space $X$ is then formal if there is a string of quasi-isomorphisms from the cdga $\mathrm{A}_{\mathrm{PL}}(X)$ to its cohomology with rational coefficients $H^{*}\left(\mathrm{~A}_{\mathrm{PL}}(X)\right) \cong H^{*}(X, \mathbf{Q})$ seen as a cdga with trivial differential. In particular if $X$ is formal then its rational homotopy type is a formal consequence of its cohomology ring, its higher order Massey products vanish.

The combination of rational homotopy theory and Hodge theory has already been showed to be fruitful. Using Hodge theory, Deligne, Griffiths, Morgan and Sullivan proved in [11] that

[^0]compact Kähler manifolds, in particular smooth projective varieties, are formal. It was also shown by Simpson in [21] that every finitely presented group $G$ is the fundamental group of a singular projective variety $X$ and then Kapovich and Kollár showed in [17] that this $X$ could be chosen to be complex projective with only simple normal crossing singularities. More recently, Chataur and Cirici proved in [6] that every complex projective variety of dimension $n$ with only isolated singularities $\Sigma=\left\{\sigma_{1}, \ldots, \sigma_{\nu}\right\}$ such that the link $L_{i}$ of each singularities $\sigma_{i}$ is $(n-2)$ connected is a formal topological space.

The intersection spaces $I^{\bar{p}} X$ of $X$ are not complex nor algebraic varieties, even if $X$ is. Thus at first glance there should be no reasons for the cohomology of these spaces carry a mixed Hodge structure. On second thought, when $X$ is a complex projective variety of complex dimension $n$ with only isolated singularities and that we look at the rational cohomology of their intersection spaces,

$$
H I_{\bar{p}}^{k}(X)= \begin{cases}\mathbf{Q} & k=0 \\ H^{k}(X) & 1 \leq k \leq p \\ H^{k}(X) \oplus \operatorname{im} H^{k}\left(X_{r e g}\right) \rightarrow H^{k}(L) & k=p+1 \\ H^{k}\left(X_{\text {reg }}\right) & k>p+1\end{cases}
$$

where $X_{\text {reg }}:=X-\Sigma$ is the regular part of $X$, it becomes a bit more natural to think that there is a mixed Hodge structure since each part of their rational cohomology can be endowed with a natural mixed Hodge structure coming from $X$. We show here that in fact all these structures naturally come from a mixed Hodge structure at the algebraic models level and that this structure is compatible with the different operations defined on intersection spaces. Note that our definition of intersection spaces 2.1.2 differs slightly from the original definition given in [2].

The first example of such result comes from Banagl and Maxim [4]. They showed that if $X$ is a complex projective hypersurface with only one isolated singularity then under some conditions the rational cohomology $H I_{m}^{k}(X)$ can be endowed with a mixed Hodge structure. The question of a Hodge structure on the intersection spaces has also been looked at in the work of Banagl and Hunsicker [3] where they use $L^{2}$-cohomology to provide a Hodge theoretic structure. We do not follow these paths here and rather modify the rational homotopy theory tools developed in [5] for the mixed Hodge structures in intersection cohomology.

We explain the contents of this paper.
The section 2 is devoted to collect the different definitions needed. We recall what we call a perversity, the definition of the intersection spaces and the convention we use to construct them. We also introduce the notion of a coperverse cdga which is the main tool for the rational algebraic models of the intersection spaces. We then define a model category structure on the category of coperverse cdga's 2.6.

The section 3 is a direct application of the previous section. We define the notion of a coperverse cdga associated to a morphism of cdga's. As a result we show that the whole family of algebraic models $A I_{\bar{\bullet}}(X)$ computing the rational cohomology of intersection spaces carries a structure of coperverse algebra and that we have a external product on that family, extending the cup product that each $I^{\bar{p}} X$ naturally has as a topological space.

The section 4 is the main section of this paper, we extend our notion of coperverse cdga to the notion of coperverse mixed Hodge cdga. These coperverse mixed Hodge algebras carry a mixed Hodge structure which is compatible with the differential, the product and the poset maps of the underlying coperverse cdga. After developing their algebraic definitions we show in Theorem 4.1 that given a complex projective variety $X$ of complex dimension $n$ with only isolated singularities and simply connected links, there is a coperverse mixed Hodge cdga $M I_{\mathbf{0}}(X)$ quasi-isomorphic
to the coperverse cdga $A I_{\mathbf{\bullet}}(X)$. As a result the whole family $H I_{\bullet}^{*}(X)$ carries a mixed Hodge structure defined at the algebraic models level.

The section 5 is devoted to the computation of the associated weight spectral sequence. If $X$ is a complex projective algebraic variety with only isolated singularities and such that $X$ admits a resolution of singularities where the exceptional divisor is smooth, we are able to compute the weight spectral sequence associated to the mixed Hodge structure. We then use this spectral sequence to show a result of "purity implies formality" in Theorem 5.3.

The section 6 is completely devoted to the proof of the Theorem 6.1 : suppose $X$ to be a complex projective algebraic threefold with isolated singularities such that there exist a resolution of singularities with a smooth exceptional divisor, then if the links are simply connected the intersection spaces $I^{\bar{p}} X$ are formal topological spaces for any perversity $\bar{p}$. The proof being rather long and intricate, we made the choice of giving it its own section. This result goes well with the result of [7, Theorem E p.76] stating that any nodal hypersurface in $\mathbf{C} P^{4}$ is intersectionformal.

The last section 7 deals with computations. We compute the weight spectral sequences for intersection spaces coming from $K 3$ surfaces, Kummer surfaces, the Calabi-Yau generic quintic 3 -fold and the Calabi-Yau quintic 3 -fold where we are able to retrieve the cohomology of the associated smooth deformation as stated in [4].

## 2. BACKGROUND, INTERSECTION SPACES AND COPERVERSE ALGEBRAS

2.1. Perversities and intersection spaces. Unless stated otherwise, all cohomology groups will be considered with rational coefficients and these will be omitted in the notation.

Since we are concerned with complex algebraic varieties of complex dimension $n$ with only isolated singularities we use the following definition of a perversity. A perversity $\bar{p}$ is determined by an integer $0 \leq p \leq 2 n-2$, we then denote by $\mathcal{P}_{n}^{o p}$ the poset $\{0, \ldots, 2 n-2 ; \leq\}$ with the reverse order and $\widehat{\mathcal{P}}_{n}{ }^{o p}:=\mathcal{P}_{n}^{o p} \cup\{\infty\}$. The posets $\mathcal{P}_{n}^{o p}$ and $\widehat{\mathcal{P}}_{n}^{o p}$ are then totally ordered and look like

$$
\begin{gathered}
2 n-2 \rightarrow 2 n-3 \rightarrow \cdots \rightarrow 2 \rightarrow 1 \rightarrow 0 . \\
\bar{\infty} \rightarrow 2 n-2 \rightarrow 2 n-3 \rightarrow \cdots \rightarrow 2 \rightarrow 1 \rightarrow 0
\end{gathered}
$$

The maximal element is the zero perversity $\overline{0}=0$, the minimal element is the top perversity $\bar{t}=2 n-2$ for $\mathcal{P}_{n}^{o p}$ and $\infty$ for $\widehat{\mathcal{P}}_{n}{ }^{o p}$. The partial addition $\oplus$ is just the classical addition and we put $\bar{p} \oplus \bar{q}:=\overline{p+q}$ if $p+q \leq 2 n-2$ for $\mathcal{P}_{n}^{o p}$ and $\widehat{\mathcal{P}}_{n}{ }^{o p}$. The complementary perversity $\bar{q}$ of $\bar{p}$ is then $\bar{q}=\bar{t}-\bar{p}=\overline{t-p}$.

If we do not consider complex varieties but just pseudomanifold of real dimension $n$ with only isolated singularities, we will still use a linear poset

$$
n-2 \rightarrow n-3 \rightarrow \cdots \rightarrow 2 \rightarrow 1 \rightarrow 0
$$

Throughout this paper, every equation involving perversities will be considered in $\mathcal{P}^{o p}$. For example $\max (\bar{p}, \overline{0})=\overline{0}$ for all $\bar{p}$ and if $\bar{p}=2$ and $\bar{q}=1$, then $\bar{p}<\bar{q}$.

Intersection spaces were defined by Markus Banagl in [2] in an attempt to spatialize Poincaré duality for singular spaces. The construction of these spaces relies on the notion of spatial homology truncation also introduced in [2].

Definition 2.0.1. Given a simply connected $C W$-complex $K$ of dimension $n$ and an integer $k \leq n$. A spatial homology truncation of cut-off degree $k$ of $K$ is a $C W$-complex $t_{k} K$ together with a comparison map

$$
f: t_{k} K \longrightarrow K
$$

such that

$$
H_{r}\left(t_{k} K\right) \cong \begin{cases}H_{r}(K) & r<k  \tag{1}\\ 0 & r \geq k\end{cases}
$$

The integer $k$ is called the cut-off degree of the homological truncation.
Remark 2.1. Such a truncation always exists provided that $K$ is simply connected and this truncation is in fact defined over $\mathbf{Z}$ and not just overe $\mathbf{Q}$, see [2].

Definition 2.1.1. Let $X$ be a compact, connected, oriented pseudomanifold of dimension $n$ and denote by $\Sigma=\left\{\sigma_{1}, \ldots, \sigma_{\nu}\right\}$ the singular locus of $X$. The pseudomanifold $X$ is called supernormal if the link $L_{i}$ of each singularity $\sigma_{i} \in \Sigma$ is simply connected.

For simplicity, we denote by $\operatorname{Super}_{\mathbf{V}}$ the set of supernormal complex projective varieties with only isolated singularities.

For the rest of this paper, we assume that the definition of a supernormal pseudomanifold $X$ includes the fact that $X$ is a connected pseudomanifold of dimension $n$ (the compactness and orientability assumptions being automatic since we work in projective spaces $\mathbf{C} P^{n}$ ).

Before giving our definition of intersection spaces, let us define which cut-off degree we use with respect to the perversities for the spatial homological truncation. This definition will be different from the one in [2] and will be more suited to our notion of coperverse cdga we will introduce in definition 2.3.1.

Let $K$ be a simply connected CW-complex of dimension $n$ and suppose given a perversity $\bar{p}$. We set that the cut-off degree is directly given by the perversity $\bar{p}$ and we denote it by $t_{\bar{p}} K$. That is

$$
H_{r}\left(t_{\bar{p}} K\right) \cong \begin{cases}H_{r}(K) & \text { if } r \leq p  \tag{2}\\ 0 & \text { if } r>p\end{cases}
$$

Note that we also swap the strict and non-strict inequalities in the definition. We will use this convention for the rest of this paper.

By convention we also define $t_{\bar{\infty}} K=K$.
Given a supernormal pseudomanifold $X$ with isolated singularities,

$$
L(\Sigma, X):=\sqcup_{\sigma_{i}} L_{i}
$$

is then the disjoint union of simply connected topological manifolds of dimension $n-1$. Denote by $X_{r e g}:=X-\Sigma$ the regular part of $X$. We denote by $t^{\bar{p}} L_{i}$ the homotopy cofiber of the map

$$
f_{i}: t_{\bar{p}} L_{i} \rightarrow L_{i}
$$

We have maps

$$
f^{i}: L_{i} \longrightarrow t^{\bar{p}} L_{i}
$$

Definition 2.1.2. The normal intersection space $I^{\bar{p}} X$ of the space $X$ is defined by the following diagram of homotopy pushouts.


We shall use this definition of intersection spaces for the rest of the paper. Note that with this definition we have $I^{\bar{\infty}} X=\bar{X}$ the normalization of $X$. We will denote by $H I_{\bar{p}}^{*}(X):=H^{*}\left(I^{\bar{p}} X, \mathbb{Q}\right)$ and by $\widetilde{H} I_{\bar{p}}^{*}(X)$ the reduced cohomology. We then have

$$
H I_{\bar{p}}^{r}(X)= \begin{cases}\mathbf{Q} & r=0 \\ H^{r}(X) & 1 \leq r \leq p \\ H^{r}(X) \oplus \operatorname{im} H^{r}\left(X_{r e g}\right) \rightarrow H^{r}(L) & r=p+1 \\ H^{r}\left(X_{\text {reg }}\right) & r>p+1\end{cases}
$$

In particular, we have $H I_{\overline{0}}^{*}(X)=H^{*}\left(X_{r e g}\right)$ and $H I_{\infty}^{*}(X)=H^{*}(\bar{X})$.
Remark 2.2. (1) Our intersection spaces $I^{\bar{p}} X$ are different from the intersection spaces originally defined in [2] since they are not defined as a homotopy cofiber. When there is only one isolated singularity, there is no difference between the two definitions. Differences arise only for the first cohomology group when there is more than one isolated singularity.
(2) This convention also has to be compared at the level of algebraic models with [7], where a $\bar{p}$-perverse rational model of a cone $c L$ on a topological space $L$ of dimension $n$ is given by a truncation in degree $\bar{p}(n)$ of the rational model of $L$. In our case, a rational model of the intersection space $I^{\bar{p}} c L$ is then given by a unital cotruncation in degree $\bar{p}(n)$ of the rational model of $L$.

Let's compute the bounds of the different weight filtrations involved in $H I_{\bar{p}}^{r}(X)$ for a general perversity $\bar{p}$. Let $X$ be a projective variety of complex dimension $n$, we denote by

$$
R^{r}\left(X_{r e g}, L\right):=\operatorname{im} H^{r}\left(X_{r e g}\right) \rightarrow H^{r}(L)
$$

We first recall the theorem of Steenbrink about the semi-purity of the link.
Theorem 2.3 ([22, Theorem 6.15 p.150]). Let $X$ be an algebraic variety of dimension $n$ and let $Z \subset X$ be a compact subvariety of dimension of dimension s such that $X-Z$ is nonsingular. Let $T^{*}$ be a deleted neighbourhood of $Z$ in $X$. Then the mixed Hodge structure $H^{r}\left(T^{*}\right)$ has weights $\leq r+1$ if $r<n-s$ and weights $>r-1$ if $r \geq n+s$.

Lemma 2.3.1. For $r<n, R^{r}\left(X_{\text {reg }}, L\right)$ is pure of weight $r$. For $r \geq n$, we have

$$
0=W_{r} \subset W_{r+1} \subset \cdots \subset W_{2 r}=R^{r}\left(X_{r e g}, L\right)
$$

Proof. Since $\operatorname{dim}(\Sigma)=0$, applying the above theorem of semi-purity with $Z=\Sigma$ and $T^{*}=L$ gives the following weights on the cohomology of the link.

- The weights on $H^{r}(L)$ are less than or equal to $r$ for $r<n$.
- The weights on $H^{r}(L)$ are greater or equal to $r+1$ for $r \geq n$.

The statement then follows by combining these facts with the following two.

- The filtration $0 \subset W_{r} \subset \cdots \subset W_{2 r}=H^{r}\left(X_{\text {reg }}\right)$.
- $H^{r}\left(X_{r e g}\right) \rightarrow H^{r}(L)$ is a morphism of mixed Hodge structures.

Recall that $\bar{m}$ stands for the lower middle perversity given here by $\bar{m}=n-1, n=\operatorname{dim}_{\mathbf{C}} X$. We have three cases.



| Third case : $\bar{p}>\bar{m}=n-1$ |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $1 \leq r \leq n$ ' $n<r \leq p$ |  | $r=p+1$ |  |  | $p+1<r$ |
| $\begin{gathered} -1 \\ 0 \\ 1 \\ \vdots \\ r-1 \end{gathered}$ | $\begin{gathered} 0 \\ W_{0} \\ W_{1} \\ \vdots \\ W_{r-1} \end{gathered}$ | $W_{r-1}=0$ | $W_{r-1}=0$ |  |  | $W_{r-1}=0$ |
| $r$ | $W_{r}$ | $W_{r}$ | $W_{r}$ | $\oplus$ | $W_{r}=0$ | $W_{r}$ |
| $\begin{gathered} r+1 \\ \vdots \\ 2 r-1 \\ 2 r \end{gathered}$ |  |  |  |  | $\begin{gathered} W_{r+1} \\ \vdots \\ W_{2 r-1} \\ W_{2 r} \end{gathered}$ | $\begin{gathered} W_{r+1} \\ \vdots \\ W_{2 r-1} \\ W_{2 r} \end{gathered}$ |
|  | $H^{r}(X)$ | $H^{r}(X)$ | $H^{r}(X)$ | $\oplus$ | $R^{r}\left(X_{\text {reg }}, L\right)$ | $H^{r}\left(X_{r e g}\right)$ |

2.2. Coperverse commutative differential graded algebras and their homotopy theory.
2.2.1. Coperverse $c d g a$ 's. Let $\mathbf{k}$ be a fixed field of characteristic zero.

Definition 2.3.1. A n-coperverse commutative differential graded algebra over $\mathbf{k}$, coperverse cdga for short, is a functor

$$
A_{\mathbf{\bullet}}: \mathcal{P}_{n}^{o p} \longrightarrow \mathrm{CDGA}_{\mathbf{k}}
$$

That is for all perversities $\bar{p} \in \mathcal{P}_{n}^{o p}, A_{\bar{p}}$ is a bigraded $\mathbf{k}$-algebra $\left(A_{\bar{p}}^{k}\right)_{k \in \mathbf{N}}$, together with a linear differential d: $A_{\bar{p}}^{k} \rightarrow A_{\bar{p}}^{k+1}$ and an associative product $\mu: A_{\bar{p}}^{i} \times A_{\bar{p}}^{j} \rightarrow A_{\bar{p}}^{i+j}$.

We assume that products and differentials satisfy graded commutativity, Leibniz rules, and are compatible with poset maps. That is for every $\bar{p} \leq \bar{q}$ in $\mathcal{P}_{n}^{o p}$ we have the following commutative diagrams.


Morphisms of coperverse cdga's $f_{\overline{\mathbf{\bullet}}}: A_{\mathbf{\bullet}} \rightarrow B_{\mathbf{\bullet}}$ are then morphisms of cdga's $\left\{f_{\bar{\infty}}, \ldots, f_{\overline{0}}\right\}$ such that the following ladder commutes.


Composition is given by the compostion of the vertical arrows.
We denote by $H_{\bullet}(A, \mathbf{k}):=H\left(A_{\bullet}, d\right)$.
In other words, a coperverse cdga is a diagram

$$
A_{\bar{\infty}} \xrightarrow{\varphi_{\bar{\infty}, \overline{2 n-2}}} A_{\overline{2 n-2}} \xrightarrow{\varphi_{\overline{2 n-2,2 n-3}}} \cdots \xrightarrow{\varphi_{\overline{2}, \overline{\mathrm{I}}}} A_{\overline{1}} \xrightarrow{\varphi_{\overline{1}, \overline{0}}} A_{\overline{0}}
$$

where the vertices are cdga's and the edges are morphisms of cdga's. The assumption about the compatibility of the poset maps with the differentials and the products implies that passing to cohomology gives a coperverse cdga with the zero differential.

$$
H_{\bar{\infty}}^{*}(A) \xrightarrow{H\left(\varphi_{\bar{\infty}, \overline{2 n-2}}\right)} H_{\frac{*}{2 n-2}}^{*}(A) \xrightarrow{H\left(\varphi_{\overline{2 n-2}}, \frac{2 n-3}{}\right)} \cdots \xrightarrow{H\left(\varphi_{\overline{2}, \overline{1}}\right)} H_{\overline{1}}^{*}(A) \xrightarrow{H\left(\varphi_{\overline{1}}\right)} H_{\overline{0}}^{*}(A)
$$

We denote by $\mathcal{P}_{n}^{o p} \mathrm{CDGA}_{\mathbf{k}}$ the category of coperverse cdga's over $\mathbf{k}$.
Note that with this definition, we have an extended product over the whole family $\left(A_{\bar{p}}\right)_{\bar{p} \in \mathcal{P}_{n}^{o p}}$. Indeed, for every $\bar{p} \leq \bar{q}$ in $\mathcal{P}_{n}^{o p}$, denote by $\mu_{\bar{p}, \bar{q}}$ the following composition

$$
\mu_{\bar{p}, \bar{q}}: A_{\bar{p}} \times A_{\bar{q}} \xrightarrow{\left(\varphi_{\overline{\bar{q}}, \bar{q}}, \mathrm{id}\right)} A_{\bar{q}} \times A_{\bar{q}} \xrightarrow{\mu} A_{\bar{q}} .
$$

Definition 2.3.2. The map $\mu_{\bullet,-\odot}$ defined for all $\bar{p} \leq \bar{q}$ in $\mathcal{P}^{o p}$ by the above composition is called the extended product over the family $\left(A_{\bar{p}}\right)_{\bar{p} \in \mathcal{P} o p}$.

Remark 2.4. (1) The following diagram, where $T$ is the twist isomorphism

$$
T(a, b):=(-1)^{|a| \cdot|b|}(b, a)
$$

commutes. Because of that and for the sake of simplicity, we will then adopt the following convention. Each time a product $A_{\bar{p}} \times \cdots \times A_{\bar{q}}$ will appear, we will consider that the perversities are put in order, that is $\bar{p} \leq \cdots \leq \bar{q}$ in $\mathcal{P}_{n}^{o p}$.

(2) The extended product $\mu_{\bar{\bullet}, \boldsymbol{\bullet}}$ verifies Leibniz rule, is associative and compatible with poset maps and morphisms of coperverse algebras. That is, for any $\bar{p} \leq \bar{q} \leq \bar{r}$ in $\mathcal{P}_{n}^{o p}$ we have the commutative diagram,

and for any $\overline{p_{1}} \leq \overline{p_{2}} \leq \overline{q_{1}} \leq \overline{q_{2}}$ in $\mathcal{P}_{n}^{o p}$ we have the commutative diagram.


Since $\mu_{\bar{p}, \bar{p}}=\mu$ for all $\bar{p}$ we will always consider the family $\left(A_{\bar{p}}\right)_{\bar{p} \in \mathcal{P}_{n}^{o p}}$ endowed with the extended product. We then denote a coperverse cdga by $\left(A_{\overline{\mathbf{\bullet}}}, \mu_{\boldsymbol{\bullet}, \boldsymbol{\bullet}}\right)$.
2.2.2. Homotopy theory of coperverse cdga's. We now define a model structure on the category of coperverse cdga's by using the formalism of Reedy categories. The definitions and results involving Reedy categories can be found in [16].

First, recall the model structure of $C D G A_{\mathbf{k}}$. The projective model structure on $C D G A_{\mathbf{k}}$ is given by the following

- the weak equivalences are the quasi-isomorphims,
- the fibrations are the degreewise surjections,
- the cofibrations are the retracts of relative Sullivan algebras.

For $n \in \mathbf{N}$, consider the semifree dga's

$$
S(n):=(\wedge \mathbf{k}[n], d=0)
$$

where $\mathbf{k}[n]$ denotes the graded vector space which is $\mathbf{k}$ in degree $n$ and 0 otherwise. For $n \geq 1$, consider the semifree dga's

$$
D(n):= \begin{cases}0 & n=0 \\ (\wedge(\mathbf{k}[n+1] \oplus \mathbf{k}[n]), d=0) & n>0\end{cases}
$$

and write

$$
i_{n}: S(n) \rightarrow D(n)
$$

for the morphism that send the generator of degree $n$ to the generator of degree $n$. If $n=0$ then this is the unique morphism $0 \rightarrow 0$, and for $n>0$, put

$$
j_{n}: 0 \rightarrow D(n)
$$

Proposition 2.4.1. The sets $I:=\left\{i_{n}\right\}_{n} \cup\{S(0) \rightarrow 0\}$, and $J:=\left\{j_{n}\right\}_{n>0}$ are the sets of generating cofibrations and acyclic cofibrations, respectively, of $\mathrm{CDGA}_{\mathbf{k}}$. The category $\mathrm{CDGA}_{\mathbf{k}}$ is then cofibrantly generated.

Before talking about Reedy categories, note that we have an exact evaluation functor

$$
E v_{\bar{p}}: \mathcal{P}_{n}^{o p} \mathrm{CDGA}_{\mathbf{k}} \longrightarrow \mathrm{CDGA}_{\mathbf{k}}
$$

that send $A_{\bullet}$ to $A_{\bar{p}}$, this functor admits an exact left adjoint $F_{\bar{p}}$ defined by $F_{\bar{p}}(A)_{\bar{q}}=A$ if $\bar{p} \leq \bar{q}$ and zero otherwise.

Definition 2.4.1. Let $\mathcal{C}$ be a small category and $\mathcal{C}^{\prime} \subset \mathcal{C}$ a subcategory. The subcategory $\mathcal{C}^{\prime}$ is said to be a lluf subcategory if the objects of $\mathcal{C}^{\prime}$ and $\mathcal{C}$ are the same.

Definition 2.4.2 (Reedy category). Let $\mathcal{C}$ be a small category together with a degree function $\operatorname{deg}: \mathcal{C} \longrightarrow \mathbf{N}$ defined on the objects and suppose that we have two lluf subcategories $\overrightarrow{\mathcal{C}}$ and $\overleftarrow{\mathcal{C}}$ We say that $(\mathcal{C}, \overrightarrow{\mathcal{C}}, \overleftarrow{\mathcal{C}})$ is a Reedy category if the two following conditions are satisfied.
(1) If $\alpha: c \rightarrow c^{\prime}$ is a non-identity map in $\overrightarrow{\mathcal{C}}$ (resp. in $\overleftarrow{\mathcal{C}}$ ) then $\operatorname{deg}(c)<\operatorname{deg}\left(c^{\prime}\right)$ (resp. $\operatorname{deg}(c)>\operatorname{deg}\left(c^{\prime}\right)$ ).
(2) Every map $\alpha$ in $\mathcal{C}$ has a unique factorization

$$
\begin{cases}\alpha & =\vec{\alpha} \circ \overleftarrow{\alpha} \\ \vec{\alpha} & \in \stackrel{\mathcal{C}}{ } \\ \overleftarrow{\alpha} & \in \overleftarrow{\mathcal{C}}\end{cases}
$$

Example 2.1. (1) A discrete category $\mathcal{C}$, i.e. a category where $\mathcal{C}(x, y)=\left\{\mathrm{id}_{x}\right\}$ if and only if $x=y$ and the empty set otherwise, is a Reedy category where all the objects are of degree 0 .
(2) Let $\mathcal{P}$ be a finite poset. We define every minimal object to be of degree 0 and we define the degree of an object $p \in \mathcal{P}$ to be the length of the longest path of non-identity maps from an object of degree zero to $p$. If we have $p \rightarrow p^{\prime}$ with $p \neq p^{\prime}$ then necessarily we have $\operatorname{deg} p<\operatorname{deg} p^{\prime}$. The poset $\mathcal{P}$ is then endowed with a structure of Reedy category with

$$
\begin{cases}\overrightarrow{\mathcal{P}} & =\mathcal{P} \\ \overleftarrow{\mathcal{P}} & =\operatorname{Disc}(\mathcal{P})\end{cases}
$$

where $\operatorname{Disc}(\mathcal{P})$ is the discrete category underlying the poset $\mathcal{P}$, every objects of $\operatorname{Disc}(\mathcal{P})$ are of degree 0 .
For every Reedy category $\mathcal{C}$ there exist subcategories $\mathcal{C}_{<k}$ of objects of degree strictly smaller than $k$. Consider $c \in \mathcal{C}$ with $\operatorname{deg} c=k$.

Denote by $\overrightarrow{\mathcal{C}}_{<k} / c$ the slice category of $\overrightarrow{\mathcal{C}}_{<k}$ over the object $c$. The objects are the morphisms in $\overrightarrow{\mathcal{C}}_{<k}$ with codomain $c$, a morphism from $f: a \rightarrow c$ to $f^{\prime}: a^{\prime} \rightarrow c$ is a morphism $g: a \rightarrow a^{\prime} \in$ $\overrightarrow{\mathcal{C}}_{<k}$ such that $f^{\prime} \circ g=f$. By duality, denote by $c / \overleftarrow{\mathcal{C}}_{<k}$ the coslice category of $\overleftarrow{\mathcal{C}}_{<k}$ under $c$

Denote by $\partial\left(\overrightarrow{\mathcal{C}}_{<k} / c\right)$ and $\partial\left(c / \overleftarrow{\mathcal{C}}_{<k}\right)$ the two full subcategories of respectively $\overrightarrow{\mathcal{C}}_{<k} / c$ and $c / \overleftarrow{C}_{<k}$ where we have removed the identity object $c \rightarrow c$.

For both categories $\partial\left(\overrightarrow{\mathcal{C}}_{<k} / c\right)$ and $\partial\left(c / \overleftarrow{\mathcal{C}}_{<k}\right)$ there is the forgetful functor

$$
\begin{aligned}
& U_{c}: \partial\left(\overrightarrow{\mathcal{C}}_{<k} / c\right) \rightarrow \mathcal{C} \\
& U_{c}: \partial\left(c / \overleftarrow{\mathcal{C}}_{<k}\right) \rightarrow \mathcal{C}
\end{aligned}
$$

which sends an object to its codomain, respectively domain, $c$ and sends any morphisms $g: a \rightarrow a^{\prime}$ to $g: a \rightarrow a^{\prime} \in \mathcal{C}$.

Let $\mathcal{M}$ be a model category and let $F: \mathcal{C} \rightarrow \mathcal{M}$ a functor which we suppose covariant, we have the two objects and maps.

$$
L^{c} F \xrightarrow{\ell_{c, F}} F(c) \xrightarrow{m_{c, F}} M^{c} F,
$$

where

$$
\begin{aligned}
& L^{c} F:=\operatorname{colim}\left(\partial\left(\overrightarrow{\mathcal{C}}_{<k} / c\right) \xrightarrow{U_{c}} \mathcal{C} \xrightarrow{F} \mathcal{M}\right), \\
& M^{c} F:=\lim \left(\partial\left(c / \overleftarrow{\mathcal{C}}_{<k}\right) \xrightarrow{U_{c}} \mathcal{C} \xrightarrow{F} \mathcal{M}\right) .
\end{aligned}
$$

Definition 2.4.3. The objects $L^{c} F$ and $M^{c} F$ are respectively called the $c$-th latching and $c$-th matching objects. The maps $\ell_{c, F}$ and $m_{c, F}$ are then the $c$-th latching and $c$-th matching maps.

Denote by $\operatorname{Fun}(\mathcal{C}, \mathcal{M})$ the category of functors between $\mathcal{C}$ and $\mathcal{M}$. Given a natural transformation $\phi: F \rightarrow G$ in $\operatorname{Fun}(\mathcal{C}, \mathcal{M})$, we define the $c$-th relative latching map as the dashed arrow in the following diagram of pushouts.


We define the $c$-th relative matching map as the dashed arrow in the following diagram of pullbacks.


Theorem 2.5 ([16], 5.2.5). Let $\mathcal{M}$ be a model category et let $\mathcal{C}$ be a Reedy category. Then there is a model category on $\operatorname{Fun}(\mathcal{C}, \mathcal{M})$ such that :
(1) the weak equivalences are defined pointwise,
(2) the cofibrations are the maps $F \rightarrow G$ such that each relative latching map

$$
L^{c} G \coprod_{L^{c} F} F(c) \longrightarrow G(c)
$$

is a cofibration in $\mathcal{M}$,
(3) the fibrations are the maps $F \rightarrow G$ such that each relative matching map

$$
F(c) \longrightarrow G(c) \times_{M^{c} G} M^{c} F
$$

is a fibration in $\mathcal{M}$.
We now apply this result to our context. We endow $\mathcal{P}_{n}^{o p}$ with the structure of a Reedy category defined in the item 2 of the last example.

Let $A_{\mathbf{\bullet}}: \mathcal{P}_{n}^{o p} \rightarrow \mathrm{CDGA}_{\mathbf{k}}$ be a coperverse cdga and $\bar{p} \in \mathcal{P}_{n}^{o p}$ such that $\operatorname{deg} \bar{p}=k$. We have

$$
L^{\bar{p}} A_{\mathbf{\bullet}}:=\operatorname{colim}\left(\partial\left(\mathcal{P}_{<k}^{o p} / \bar{p}\right) \xrightarrow{U_{\bar{p}}} \mathcal{P}^{o p} \xrightarrow{A_{\bullet}} \mathcal{M}\right)=\operatorname{colim}_{\bar{p}<\bar{q}} A_{\bar{q}}
$$

and

$$
M^{\bar{p}} A_{\overline{\boldsymbol{\bullet}}}:=\lim \left(\partial(\bar{p} / \operatorname{Disc}(\mathcal{P})) \xrightarrow{U_{\bar{p}}} \mathcal{P}^{o p} \xrightarrow{A_{\bullet}} \mathcal{M}\right)=0 .
$$

Computing the relative latching and matching map we get the following result.
Theorem 2.6. The category $\mathcal{P}_{n}^{o p} \mathrm{CDGA}_{\mathbf{k}}$ has a structure of a cofibrantly generated model category which we call the projective model structure. In this model category, the weak equivalences are the quasi-isomorphisms and the fibrations are the surjections.

Proof. The computations of weak equivalences and fibrations are clear.
The fact that $\mathcal{P}_{n}^{o p} \mathrm{CDGA}_{\mathbf{k}}$ is cofibrantly generated comes from [16, Remark 5.1.8], the generating cofibrations are the $\left\{F_{\bar{p}}(i)\right\}_{i \in I, \bar{p} \in \mathcal{P}_{n}^{o p}}$ and the generating acyclic cofibrations are the $\left\{F_{\bar{p}}(j)\right\}_{i \in J, \bar{p} \in \mathcal{P}_{n}^{o p}}$ where $I$ and $J$ are the sets defined in Proposition 2.4.1.

For clarity, we give the following definition as a result of the previous theorem.
Definition 2.6.1. Let $f_{\boldsymbol{\bullet}}: A_{\boldsymbol{\bullet}} \rightarrow B \overline{\boldsymbol{\bullet}}$ be a morphism of coperverse algebras. The morphism $f_{\boldsymbol{\bullet}}$ is
(1) A quasi-isomorphism if, for every perversity $\bar{p} \in \mathcal{P}_{n}^{o p}$, the induced map $H_{\bar{p}}^{*}(A) \rightarrow H_{\bar{p}}^{*}(B)$ is an isomorphism.
(2) A fibration if, for every perversity $\bar{p} \in \mathcal{P}_{n}^{o p}$, the induced map $f_{\bar{p}}: A_{\bar{p}} \rightarrow B_{\bar{p}}$ is a degreewise surjection.

We denote by $\mathrm{Ho}\left(\mathcal{P}_{n}^{o p} \mathrm{CDGA}_{\mathbf{k}}\right)$ the homotopy category associated to the model category structure on $\mathcal{P}_{n}^{o p} \mathrm{CDGA}_{\mathbf{k}}$. That is the category defined by formally inverting quasi-isomorphisms.

Remark 2.7. There are many ways to put a model structure on $\mathcal{P}_{n}^{o p} \mathrm{CDGA}_{\mathbf{k}}$. Indeed the category $C D G A_{k}$ also has an injective model structure where the weak equivalences are the quasiisomorphisms and the cofibrations are the injections and we could have chosen this model structure to do the computations.

On the other hand we could have chosen the projective or injective model structure on $\mathcal{P}_{n}^{o p} \mathrm{CDGA}_{\mathbf{k}}$ coming from $\mathrm{CDGA}_{\mathbf{k}}$ rather than doing computations using Reedy categories. But since $C D G A_{\mathbf{k}}$ is a combinatorial model category all the ways mentioned above are guaranteed to be Quillen equivalent to the projective model structure on $\mathcal{P}_{n}^{o p} \mathrm{CDGA}_{\mathbf{k}}$.

By the way, all these model structures share the same weak equivalences.

## 3. Coperverse rational models

3.1. Coperverse cdga's associated with a morphism of cdga's. The tools in this section are modified versions of the ones appearing the work of Chataur and Cirici [5] on the interactions between intersection cohomology and mixed Hodge structures.

Let $(A, d) \in \mathrm{CDGA}_{\mathbf{k}}$. We denote by $\mathbf{k}(t, d t):=\wedge(t, d t)$ the free cdga generated by $t$ and $d t$ with $\operatorname{deg} t=0, \operatorname{deg} d t=1$ and $d(t)=d t$.

Definition 3.0.1. We denote by $A(t, d t):=A \otimes_{\mathbf{k}} \mathbf{k}(t, d t)$. For $\lambda \in \mathbf{k}$ we also define the evaluation map

$$
\delta_{\lambda}: A(t, d t) \longrightarrow A
$$

by $\delta_{\lambda}(t)=\lambda$ and $\delta_{\lambda}(d t)=0$.
For all $r \geq 0$, we have the following short exact sequence

$$
0 \longrightarrow \operatorname{ker} d^{r} \longrightarrow A^{r} \longrightarrow \operatorname{Coim} d^{r} \longrightarrow 0
$$

where $\operatorname{Coim} d^{r}:=A^{r} / \operatorname{ker} d^{r}$. Denote by $s_{r}: \operatorname{Coim} d^{r} \rightarrow A^{r}$ a choice of section. For all $r \geq 0$, we denote by $\mathrm{C}_{\bar{r}}:=\operatorname{im} s_{r}$, the differential $d^{r}$ induces the isomorphism $\mathrm{C}_{\bar{r}} \rightarrow \operatorname{im} d^{r}$.

Definition 3.0.2. The unital $\bar{p}$-cotruncation of $A(t, d t)$ is defined by

$$
\xi_{+}^{\bar{p}} A(t, d t):=A^{0} \oplus \xi^{\bar{p}} A(t, d t)
$$

where $\xi^{\bar{p}} A(t, d t)$ is defined by

$$
\xi^{\bar{p}} A(t, d t)^{r}:= \begin{cases}A^{r} \otimes \mathbf{k}[t] t \oplus A^{r-1} \otimes \mathbf{k}[t] d t & r<p \\ A^{p-1} \otimes \mathbf{k}[t] d t \oplus A^{p} \otimes \mathbf{k}[t] t \oplus \mathrm{C}_{\bar{p}} \otimes \mathbf{k} & r=p \\ A^{r-1} \otimes \mathbf{k}[t] d t \oplus A^{r} \otimes \mathbf{k}[t] & r>p\end{cases}
$$

Lemma 3.0.1. $\xi_{+}^{\bar{\bullet}} A(t, d t)$ is a coperverse cdga.
Proof. Consider first $\xi^{\bar{p}} A(t, d t)$. Since $\xi^{\bar{p}} A(t, d t) \subset A(t, d t)$ and $A(t, d t)$ is the tensor product of two cdga's, we define the product and differential as the ones induced by restriction. Given $x, y \in A$, and $P(t), Q(t)$ polynomials, the algebra structure is defined by

$$
\begin{cases}(x \otimes P(t) t) \cdot(y \otimes Q(t) t) & =(-1)^{|y|} x y \otimes P(t) Q(t) t^{2} \\ (x \otimes P(t) t) \cdot(y \otimes Q(t) d t) & =(-1)^{|y|} x y \otimes P(t) Q(t) t d t \\ (x \otimes P(t) d t) \cdot(y \otimes Q(t) d t) & =0 \\ (x \otimes P(t) t) \cdot(y \otimes 1) & =(-1)^{|y|} x y \otimes P(t) t \\ (x \otimes P(t) d t) \cdot(y \otimes 1) & =(-1)^{|y|} x y \otimes P(t) d t\end{cases}
$$

The differential is given by

$$
\left\{\begin{array}{l}
d(x \otimes P(t) t)=d(x) \otimes P(t) t+x \otimes P^{\prime}(t) d t \\
d(x \otimes P(t) d t)=d(x) \otimes P(t) d t \\
d(x \otimes 1)=d(x) \otimes 1
\end{array}\right.
$$

The compatibility of $\xi^{\bar{p}} A(t, d t)$ with the differential $d\left(\xi^{\bar{p}} A(t, d t)\right) \subset \xi^{\bar{p}} A(t, d t)$ and product $\xi^{\bar{p}} A(t, d t) \times \xi^{\bar{p}} A(t, d t) \rightarrow \xi^{\bar{p}} A(t, d t)$ is then clear by definition.

We detail the compatibility with the poset maps. By unicity of the maps $\varphi_{\bar{p}, \bar{q}}$, every $\varphi_{\bar{p}, \bar{q}}$ is a composition of poset maps $\varphi_{\overline{k+1}, \bar{k}}$ so we only detail these ones. We have

$$
\xi^{\overline{k+1}} A(t, d t)^{r}:= \begin{cases}A^{r} \otimes \mathbf{k}[t] t \oplus A^{r-1} \otimes \mathbf{k}[t] d t & r<k+1 \\ A^{k} \otimes \mathbf{k}[t] d t \oplus A^{k+1} \otimes \mathbf{k}[t] t \oplus \mathrm{C}_{\overline{k+1}} \otimes \mathbf{k} & r=k+1 \\ A^{r-1} \otimes \mathbf{k}[t] d t \oplus A^{r} \otimes \mathbf{k}[t] & r>k+1\end{cases}
$$

and

$$
\xi^{\bar{k}} A(t, d t)^{r}:= \begin{cases}A^{r} \otimes \mathbf{k}[t] t \oplus A^{r-1} \otimes \mathbf{k}[t] d t & r<k \\ A^{k-1} \otimes \mathbf{k}[t] d t \oplus A^{k} \otimes \mathbf{k}[t] t \oplus \mathrm{C}_{\bar{k}} \otimes \mathbf{k} & r=k \\ A^{r-1} \otimes \mathbf{k}[t] d t \oplus A^{r} \otimes \mathbf{k}[t] & r>k\end{cases}
$$

For $r<k$ or $r>k+1, \varphi_{\overline{k+1}, \bar{k}}$ is the identity map. For $r=k$, we have

$$
A^{k} \otimes \mathbf{k}[t] t \oplus A^{k-1} \otimes \mathbf{k}[t] d t \rightarrow A^{k-1} \otimes \mathbf{k}[t] d t \oplus A^{k} \otimes \mathbf{k}[t] t \oplus \mathrm{C}_{\bar{k}} \otimes \mathbf{k}
$$

and $\varphi_{\overline{k+1}, \bar{k}}$ defines a monomorphism. For $r=k+1$, since $A^{k+1} \otimes \mathbf{k}[t]=A^{k+1} \otimes \mathbf{k} \oplus A^{k+1} \otimes \mathbf{k}[t] t$, $\varphi_{\overline{k+1}, \bar{k}}$ is also a monomorphism.

Now for $\xi_{+}^{\bar{p}} A(t, d t):=A^{0} \oplus \xi^{\bar{p}} A(t, d t)$ the compatibility with the differential and the poset maps is clear by the same arguments as above. The product $\xi_{+}^{\bar{p}} A(t, d t) \times \xi_{+}^{\bar{p}} A(t, d t) \rightarrow \xi_{+}^{\bar{p}} A(t, d t)$ is also clear by construction.

Let now $f: A \longrightarrow B$ be a morphism of cdga's. Given a perversity $\bar{p} \in \mathcal{P}_{n}^{o p}$, we consider the following pull-back diagram in the category $\mathrm{CDGA}_{\mathbf{k}}$.


Proposition 3.0.1. The pullback $\mathcal{J}-(f)$ is a coperverse cdga.
Proof. By Lemma 3.0.1 $\xi_{+}^{\bar{\bullet}} B(t, d t)$ is a coperverse cdga. Thus for each perversity $\bar{p} \xi_{+}^{\bar{p}} B(t, d t)$ is a cdga. The category of cdga's over $\mathbf{k}$ being an abelian category, the pullback $\mathcal{J}_{\bar{p}}(f)$ is a cdga for each perversity. By definition, the product and the differential are defined component-wise.

Since $\varphi_{\overline{k+1}, \bar{k}}$ is either the identity or a monomorphism, the following diagram commutes for any perversities.


Taking pullbacks on each row define the associated poset maps $\mathcal{J}_{\overline{p+1}}(f) \rightarrow \mathcal{J}_{\bar{p}}(f)$.
Definition 3.0.3. $\mathcal{J}_{\bullet}(f)$ is the coperverse cdga associated to the morphism of cdga's

$$
f: A \longrightarrow B
$$

Note that, due to the fact we have to chose a section to define $\xi_{+}^{\bar{p}} A(t, d t), \xi_{+}^{\bar{\bullet}}$ and $\mathcal{J}_{\overline{\mathbf{0}}}(-)$ does not define functors

$$
\mathrm{CDGA}_{\mathbf{k}} \longrightarrow \mathcal{P}_{n}^{o p} \mathrm{CDGA}_{\mathbf{k}}
$$

However, we are still able to define some sort of covariant assignment for morphism.
Proposition 3.0.2. Let $f: A \rightarrow B$ be a morphism of cdga's, then there exists a morphism of coperverse cdga's $f_{\mathbf{\bullet}}: \xi_{+}^{\bar{\bullet}} A(t, d t) \rightarrow \xi_{+}^{\overline{+}} A(t, d t)$.

Proof. Fix $\bar{p}$ a perversity. Denote by $s_{A}: A^{p+1} \rightarrow A_{\tilde{p}}^{p}$ and $s_{B}: B^{p+1} \rightarrow B^{p}$ choices of sections, then $\mathrm{C}_{\bar{p}}(A):=\operatorname{im} s_{A}$ and $\mathrm{C}_{\bar{p}}(B):=\operatorname{im} s_{B}$. Define $\tilde{f}_{s}: \mathrm{C}_{\bar{p}}(A) \rightarrow \mathrm{C}_{\bar{p}}(B)$ to be the composition $\tilde{f}_{s}:=s_{B} \circ f \circ d_{A}$, then by definition, the following square commutes.


The following cube is then commutative.


Extend now $f$ into $f_{\bar{\bullet}}: \xi_{+}^{\overline{\mathbf{\bullet}}} A(t, d t) \rightarrow \xi_{+}^{\overline{\mathbf{\bullet}}} B(t, d t)$ by defining

$$
\left\{\begin{array}{l}
f_{\bar{p} \mid C_{\bar{p}} \otimes \mathbf{k}}:=\tilde{f}_{s} \otimes 1, \\
f_{\bar{p}}=f \otimes 1 \quad \text { otherwise } .
\end{array}\right.
$$

The commutativity of the two diagrams above implies that $f_{\bar{\bullet}}$ is a morphism of coperverse cdga's.

This construction of course needs a choice of sections. However, if $f$ is a quasi-isomorphism, since $H^{p}\left(\mathrm{C}_{\bar{p}}\right)=0$ then $f_{\overline{\mathbf{\bullet}}}$ is a quasi-isomorphism of coperverse cdga's.

Corollary 3.0.1. Let $f: A \rightarrow B$ and $g: B \rightarrow C$ be morphisms of cdga's, then $(g \circ f)_{\boldsymbol{\bullet}}=g \cdot \circ f_{\mathbf{\bullet}}$.
Corollary 3.0.2. Let

be a commutative square of cdga's. Then there exists a morphism of coperverse cdga's

$$
\mathcal{J}_{\mathbf{0}}(h): \mathcal{J}_{\mathbf{0}}(f) \rightarrow \mathcal{J}_{\mathbf{0}}(g) .
$$

Definition 3.0.4. Let $\left(A_{\bar{\bullet}}, \mu_{\bar{\bullet}, \overline{\boldsymbol{\bullet}}}\right)$ be a coperverse cdga and $r \in \mathbf{Z}$. We say that $\left(A_{\overline{\boldsymbol{\bullet}}}, \mu_{\overline{\mathbf{\bullet}}, \boldsymbol{\bullet}}\right)$ is a $r$-sharp coperverse cdga if the product satisfies the two following conditions
(1) Unity. For $\bar{p} \neq \overline{0}$ and $i, j \neq 0$ the product lifts to

(2) Factorization. For $\bar{p}, \bar{q} \neq \overline{0}$ and $i, j \neq 0$ the product lifts to


We assume that this lift satisfies all the properties of the product $\mu$. That is Leibniz rule with respect to the differential, graded commutativity and compatibility with poset maps and morphisms of cdga's.

Lemma 3.0.2. $\xi_{+}^{\overline{+}} A(t, d t)$ is a (-1)-sharp coperverse cdga.
Proof. First, let's start with the following observation. Given a perversity $\bar{p}$, each of the $\xi_{+}^{\bar{p}} A(t, d t)$ are defined in the same way. We have a contractible part, which we will denote by $\operatorname{Con}(A)$ for the rest of the proof, and which is a common part to all the $\xi_{+}^{\bar{p}} A(t, d t)$.

$$
\operatorname{Con}(A)^{r}:= \begin{cases}A^{0} \oplus A^{0} \otimes \mathbf{k}[t] t & r=0 \\ A^{r-1} \otimes \mathbf{k}[t] d t \oplus A^{r} \otimes \mathbf{k}[t] t & r>0\end{cases}
$$

The other part of $\xi_{+}^{\bar{p}} A(t, d t)$ is the cotroncated part, which we will denote by $\operatorname{Cotr}^{\bar{p}}(A)$ for the rest of the proof, which differs between the $\xi_{+}^{\bar{p}} A(t, d t)$.

$$
\operatorname{Cotr}^{\bar{p}}(A)^{r}:= \begin{cases}0 & r<p \\ \mathrm{C}_{\bar{p}} \otimes \mathbf{k} & r=p, \\ A^{r} \otimes \mathbf{k} & r>p\end{cases}
$$

In other words, we have $\xi_{+}^{\bar{p}} A(t, d t)=\operatorname{Con}(A) \oplus \operatorname{Cotr}^{\bar{p}}(A)$.
By the product and differential defined in Lemma 3.0.1, Con $(A)$ is a sub-cdga of $\xi_{+}^{\bar{p}} A(t, d t)$. Moreover, for any perversities $\bar{p}, \operatorname{Con}(A)$ is a $\operatorname{Cotr}^{\bar{p}}(A)$-algebra by definition of the product.

$$
\operatorname{Con}(A)^{i} \times \operatorname{Cotr}^{\bar{p}}(A)^{j} \rightarrow \operatorname{Con}(A)^{i+j} \quad \begin{cases}(x \otimes P(t) t) \cdot(y \otimes 1) & =(-1)^{j} x y \otimes P(t) t \\ (x \otimes P(t) d t) \cdot(y \otimes 1) & =(-1)^{j} x y \otimes P(t) d t\end{cases}
$$

We check the unity property. Given $\operatorname{Cotr}^{\bar{p}}(A)$ with $\bar{p} \neq \overline{0}$ and $\operatorname{Cotr}^{\overline{0}}(A)$. We have a $\operatorname{Cotr}^{\overline{0}}(A)$ algebra structure on $\operatorname{Cotr}^{\bar{p}}(A)$ which directly derives from the algebra structure on the cdga $A$, i.e. we have

$$
\operatorname{Cotr}^{\bar{p}}(A)^{i} \times \operatorname{Cotr}^{\overline{0}}(A)^{j} \rightarrow \operatorname{Cotr}^{\bar{p}}(A)^{i+j} \quad(x \otimes 1) \cdot(y \otimes 1)=(-1)^{j} x y \otimes 1
$$

Indeed, since $\bar{p} \neq \overline{0}$ then $x$ is at least of degree $p \geq 1$. If $j \geq 1$, then $(-1)^{j} x y \otimes 1$ is of degree at least $p+1$, thus $(-1)^{j} x y \otimes 1 \in \operatorname{Cotr}^{\bar{p}}(A)$.

This external algebra structure is given by the algebra structure on $A$. By construction, the poset maps are monomorphisms and are compatible with the algebra structure on $A$. The unity property then follows.

We now check the factorization property. Given $\operatorname{Cotr}^{\bar{p}}(A)$ and $\operatorname{Cotr}^{\bar{q}}(A)$ with $\bar{p}, \bar{q} \neq \overline{0}$ and $i, j \neq 0$, we again have en external product given by the algebra structure on $A$ defined in the same way that previously.

$$
\operatorname{Cotr}^{\bar{p}}(A)^{i} \times \operatorname{Cotr}^{\bar{q}}(A)^{j} \rightarrow \operatorname{Cotr}^{\overline{p+q-1}}(A)^{i+j} \quad(x \otimes 1) \cdot(y \otimes 1)=(-1)^{j} x y \otimes 1
$$

Indeed, since $i=|x| \geq p$ and $j=|y| \geq q$ and due to the different choices of sections we cannot have $\mathrm{C}_{\bar{p}} \times \mathrm{C}_{\bar{q}} \rightarrow \mathrm{C}_{\overline{p+q}}$. However, we naturally have $(-1)^{j} x y \otimes 1 \in \operatorname{Cotr}^{\overline{p+q-1}}(A)^{i+j}=A^{i+j} \otimes \mathbf{k}$.

Once more, this external algebra structure is given by the algebra structure on $A$. By construction, the poset maps are monomorphisms and are compatible with the algebra structure on $A$. The factorisation property then follows.

Corollary 3.0.3. Let $f: A \longrightarrow B$ be a morphism of cdga's, then $\mathcal{J}_{\mathbf{\sigma}}(f)$ is a $(-1)$-sharp coperverse cdga.

Remark 3.1. Coperverse cdga's are meant to model the rational cohomology of intersection spaces $H I I_{\bar{p}}^{k}(X)$. Since the $I^{\bar{p}} X$ are topological spaces their cohomology bears an inner cupproduct which is reflected in the definition of the coperverse cdga's. The lift is here to show the interactions between the different $H I_{\bar{p}}^{k}(X)$.

### 3.2. Coperverse rational model of intersection spaces.

Definition 3.1.1 (Algebraic neighbourhoods [20, p.144], [14]). (1) Let $X$ be a complex algebraic variety and $Z \subset X$ a closed compact algebraic subset which contains the singular locus $\Sigma$ of $X$. An algebraic neighbourhood $T$ of $Z$ in $X$ is defined as $T:=\alpha^{-1}([0, \delta])$ where $\delta>0$ is sufficiently small and $\alpha$ is a proper non-negative real algebraic function on a neighbourhood of $Z$ in $X$ with $\alpha^{-1}(0)=Z$.
(2) A deleted neighbourhood of $Z$ in $X$ is defined as the complement of $Z$ in an algebraic neighbourhood $T$ of it in $X$.
(3) The boundary of an algebraic neighbourhood of $Z$ in $X$ is called its link.

Let $X \in \operatorname{Super} \mathcal{V}_{\mathbf{C}}$ of complex dimension $n$, we denote by $\Sigma$ the singular locus of $X$. Let $T$ be a closed algebraic neighbourhood of the singular locus in $X$, the inclusion $\Sigma \subset T$ is a homotopy equivalence. The link $L:=L(\Sigma, X)$ of $\Sigma$ in $X$ is then defined by $L:=\partial T \simeq T^{*}:=T-\Sigma$. The inclusion $i: L \hookrightarrow X_{\text {reg }}$ of the link into the regular part of $X$ induces a morphism of cdga's over Q

$$
i^{*}: \mathrm{A}_{\mathrm{PL}}\left(X_{\text {reg }}\right) \longrightarrow \mathrm{A}_{\mathrm{PL}}(L)
$$

Proposition 3.1.1. Let $\bar{p} \in \mathcal{P}_{n}^{o p}$ be a perversity, the rational model of the normal intersection space $I^{\bar{p}} X$ is given by $A I_{\bar{p}}(X):=\mathcal{J}_{\bar{p}}\left(i^{*}\right)$, which is the following pull-back diagram.


Proof. Rational models being defined up to quasi-isomorphism, we need to show that this model is quasi-isomorphic to the one given in [18, Proposition 2.3.4]. Let's recall the construction for a space $X \in \operatorname{Super} \mathcal{V}_{\mathbf{C}}$ with one normal isolated singularity. If $X$ has more than one isolated singularity, first normalize it. Then $\Sigma=\left\{\sigma_{1}, \ldots, \sigma_{\nu}\right\}, L=\sqcup_{i} L_{i}$ and the following construction is then done separately for each singularity of $\bar{X}$.

The only difference is in the models of the cotrunctation we use. Given $\mathrm{A}_{\mathrm{PL}}(L)$ as a rational model of the link, the rational model for the cotroncation of a link in [18] is the following one.

$$
\mathbf{Q} \oplus I_{k(\bar{p})}:=\mathbf{Q} \oplus \mathrm{C}_{k(\bar{p})} \oplus \mathrm{A}_{\mathrm{PL}}(L)^{\geq k(\bar{p})}
$$

Where the cut-off degree $k(\bar{p})$ is defined as $k(\bar{p}):=n-1-\bar{p}$ and $\mathrm{C}_{k(\bar{p})}$ is a supplement of $\operatorname{ker} d^{k(\bar{p})}$. If $\bar{q}$ denotes the complementary perversity of $\bar{p}$, then $k(\bar{p})=\bar{q}+1$ and

$$
H^{r}\left(I_{k(\bar{p})}\right) \cong \begin{cases}\mathbf{Q} & r=0 \\ 0 & 1 \leq r \leq \bar{q} \\ H^{r}(L) & r \geq \bar{q}+1\end{cases}
$$

Let's define a quasi-isomorphism $\mathbf{Q} \oplus I_{k(\bar{p})} \rightarrow \xi_{+}^{\bar{q}} \mathrm{~A}_{\mathrm{PL}}(L)(t, d t)$. By hypothesis $X \in \operatorname{Super} \mathcal{V}_{\mathbf{C}}$, thus the link $L$ is connected, i.e. the inclusion $\varepsilon: \mathbf{Q} \hookrightarrow \mathrm{A}_{\mathrm{PL}}(L)$ induces and isomorphism $\mathbf{Q} \cong H^{0}(L)$. The morphism

$$
\varsigma:\left(\mathbf{Q} \oplus I_{k(\bar{p})}\right)^{i} \longrightarrow \xi_{+}^{\bar{q}} \mathrm{~A}_{\mathrm{PL}}(L)(t, d t)^{i}
$$

defined by

$$
\begin{cases}\varepsilon: \mathbf{Q} \hookrightarrow A^{0} & \text { if } i=0 \\ \varsigma(x):=x \otimes 1 & \text { otherwise }\end{cases}
$$

is then a quasi-isomorphism.
The following diagram commutes.


Taking pullbacks on the rows defines a quasi-isomorphism

$$
\mathrm{A}_{\mathrm{PL}}\left(X_{r e g}\right) \oplus_{\mathrm{APL}(L)}\left(\mathbf{Q} \oplus I_{k(\bar{p})}\right) \longrightarrow \mathcal{J}_{\bar{q}}\left(i^{*}\right)
$$

By [18, Proposition 2.3.4], $\mathrm{A}_{\mathrm{PL}}\left(X_{r e g}\right) \oplus_{\mathrm{APL}(L)}\left(\mathbf{Q} \oplus I_{k(\bar{p})}\right)$ is a rational model of the normal intersection space $I^{\bar{q}} X$. Thus, $\mathcal{J}_{\bar{q}}\left(i^{*}\right)$ is also a rational model of $I^{\bar{q}} X$.

By construction, $\mathcal{J}_{\boldsymbol{\bullet}}\left(i^{*}\right)$ defines a coperverse cdga which we denote by $A I_{\mathbf{\bullet}}(X):=\mathcal{J}_{\mathbf{\bullet}}\left(i^{*}\right)$.
Definition 3.1.2. The coperverse cdga $A I_{\mathbf{\bullet}}(X)$ is called the coperverse rational model of the intersection spaces $I^{\bar{\bullet}} X$.

If $A_{\mathbf{\bullet}}$ is a coperverse cdga, its cohomology is also a coperverse cdga. We then have the following proposition.
Proposition 3.1.2. $H I_{*}^{*}(X)$ is a coperverse cdga.
We have an isomorphism of coperverse cdga's $H^{*}\left(A I_{\mathbf{\bullet}}(X)\right) \cong H I_{\stackrel{\bullet}{*}}^{*}(X)$.
If we only consider the coperverse rational model of $X \in \operatorname{Super} \mathcal{V}_{\mathbf{C}}$, we then have that $A I_{\mathbf{\bullet}}(X)$ is a ( -1 )-sharp coperverse cdga by Corollary 3.0.3. But if we only want to consider the cohomology coperverse algebra $H I_{\bullet}^{*}(X)$, we have an even sharper result.

Proposition 3.1.3. Let $X \in$ Super $_{\mathbf{C}}$ with only isolated singularities. Then $\left(H I_{\boldsymbol{6}}^{*}(X), 0\right)$ is a 1-sharp coperverse cdga. That is we have

$$
\left\{\begin{array}{l}
\widetilde{H} I_{\overline{0}}^{i}(X) \otimes \widetilde{H} I_{\bar{p}}^{j}(X) \longrightarrow \widetilde{H} I_{\bar{p}}^{i+j}(X) \\
\widetilde{H} I \frac{i}{\bar{p}}(X) \otimes \widetilde{H} I_{\bar{q}}^{j}(X) \longrightarrow \widetilde{H} I_{p+j+1}^{i+j}(X) \quad p+q+1 \leq 2 n-2
\end{array}\right.
$$

Remark 3.2. It is important to make a difference between the extended product $\mu_{\bullet,-\boldsymbol{\bullet}}$ and the property of sharpness. The existence of the extended product is a consequence of the definition 2.3.1 and as such every coperverse cdga defined in the same way naturally has an extended product.

The property of sharpness of our coperverse algebras defined in 3.0.3 is a consequence of our methods of construction. There might be coperverse algebras which do not have any property of sharpness, but still have an extended product.

## 4. Hodge Theory

4.1. Coperverse mixed Hodge algebras. We now put mixed Hodge structures on the coperverse rational model of $X \in$ Super $\mathcal{V}_{\mathbf{C}}$.

Definition 4.0.1. $A$ coperverse filtered $c d g a\left(A_{\boldsymbol{\sigma}}, W\right)$ is a coperverse cdga $A_{\boldsymbol{\bullet}}$ together with a filtration $\left\{W_{m} A_{\bullet}\right\}_{m \in \mathbf{Z}}$ such that
(1) $W_{m-1} A_{\bar{p}} \subset W_{m} A_{\bar{p}}$ and $d\left(W_{m} A_{\bar{p}}\right) \subset W_{m} A_{\bar{p}}$, for all $m \in \mathbf{Z}$ and all $\bar{p} \in \mathcal{P}_{n}$,
(2) $W_{m} A_{\bar{p}} . W_{n} A_{\bar{p}} \subset W_{m+n} A_{\bar{p}}$,
(3) $W_{m} A_{\bar{p}} \subset W_{m} A_{\bar{q}}$ for all $\bar{p} \leq \bar{q}$ in $\mathcal{P}_{n}^{o p}$,
(4) The filtration $W$ is exhaustive and biregular : for all $n \geq 0$ and all $\bar{p} \in \mathcal{P}^{o p}$ there exist integers $m$ and $l$ such that $W_{m} A_{\bar{p}}^{n}=0$ and $W_{l} A_{\bar{p}}^{n}=A_{\bar{p}}^{n}$.
Definition 4.0.2. A coperverse mixed Hodge cdga over $\mathbf{Q}$ is a coperverse filtered cdga $\left(A_{\mathbf{\bullet}}, W\right)$ with a filtration $F$ on $A-\otimes \mathbf{C}$ such that for all $n \geq 0$ and all $\bar{p} \in \mathcal{P}_{n}^{o p}$,
(1) the triple $\left(A_{\bar{p}}^{n}, \operatorname{Dec}(W), F\right)$ is a mixed Hodge structure,
(2) the differential d: $A_{\bar{p}}^{k} \rightarrow A_{\bar{p}}^{k+1}$, the product $\mu: A_{\bar{p}}^{i} \times A_{\bar{p}}^{j} \rightarrow A_{\bar{p}}^{i+j}$ and the poset maps $\varphi_{\bar{p}, \bar{q}}: A_{\bar{p}}^{k} \rightarrow A_{\bar{q}}^{k}$ are morphisms of mixed Hodge structures.
The filtration $W$ is called the weight filtration and the filtration $F$ is called the Hodge filtration.
We will denote, by an abuse of notations, such a mixed Hodge cdga by the triple $\left(A_{\bullet}, W, F\right)$ with in mind the fact that $F$ is not defined on $A_{\bullet}$ but on its complexification $A_{\bullet} \otimes \mathbf{C}$. The filtration $\operatorname{Dec}(W)$ is Deligne's décalage of the weight filtration defined in [9, 15] which is given by

$$
\operatorname{Dec}\left(W_{p}\right) A_{\bullet}^{n}:=W_{p-n} A_{\bullet}^{n} \cap d^{-1}\left(W_{p-n-1} A_{\stackrel{\bullet}{\bullet}}^{n+1}\right)
$$

Lemma 4.0.1. Let $\left(A_{\bullet}, W, F\right)$ be a coperverse mixed Hodge cdga, then the extended product $\mu_{\bullet \cdot-\boldsymbol{\bullet}}$ is a morphism of mixed Hodge structures.

Definition 4.0.3. A coperverse filtered cdga $\left(A_{\mathbf{\bullet}}, W\right)$ is said to be $r$-sharp if $A_{-}$is a filtered coperverse cdga such that the lift is compatible with the filtration $\left\{W_{m} A_{\overline{\mathbf{\bullet}}}\right\}_{m \in \mathbf{Z}}$. That is we have the two following conditions
(1) Filtered unity. For $\bar{p} \neq \overline{0}$ and $i, j \neq 0$ the product lifts to

(2) Filtered factorization. For $\bar{p}, \bar{q} \neq \overline{0}$ and $i, j \neq 0$ the product lifts to


Definition 4.0.4. A r-sharp coperverse mixed Hodge cdga over $\mathbf{Q}$ is a coperverse mixed Hodge cdga $\left(A_{\mathbf{\bullet}}, W, F\right)$ such that the lift is a morphism of mixed Hodge structure.

Consider $\mathbf{Q}(t, d t)$ together with the bête filtration $\sigma$, that is the multiplicative filtration with $t$ of weight 0 and $d t$ of weight -1 . We endow $\mathbf{C}(t, d t):=\mathbf{Q}(t, d t) \otimes \mathbf{C}$ with the bête filtration $\sigma$ and the trivial filtration $t$, that is decreasing filtration given by

$$
0=t^{1} \mathbf{C}(t, d t) \subset t^{0} \mathbf{C}(t, d t)=\mathbf{C}(t, d t)
$$

Since $\operatorname{Dec}(\sigma)=t$ the triple $(\mathbf{Q}(t, d t), \sigma, t)$ is a mixed Hodge cdga.
Given another mixed Hogde cdga $(A, W, F)$, since the category of mixed Hodge structure is abelian the triple

$$
(A(t, d t), W * \sigma, F * t)
$$

is again a mixed Hodge cdga where the filtrations are defined by convolution. That is we have

$$
(W * \sigma)_{m} A(t, d t)^{n}:=W_{m} A^{n} \otimes \mathbf{Q}[t] \oplus W_{m+1} A^{n-1} \otimes \mathbf{Q}[t] d t
$$

and

$$
(F * t)^{k} A(t, d t):=F^{k} A \otimes \mathbf{C}(t, d t)
$$

The evaluation map $\delta_{1}$ is strictly compatible with filtrations.
Lemma 4.0.2. Let $(A, W, F)$ be a mixed Hodge cdga. Then for all $\bar{p} \in \mathcal{P}_{n}^{o p}, \xi_{+}^{\bar{p}} A(t, d t)$ is a $(-1)$-sharp mixed Hodge cdga.

Proof. The triple $(A(t, d t), W * \sigma, F * t)$ is a mixed Hodge cdga, for all $\bar{p} \in \mathcal{P}^{o p}, \xi_{+}^{\bar{p}} A(t, d t)$ is a sub-algebra with the filtrations induced by restriction.

The differential is a morphism of mixed Hodge structures since the differential on $(A(t, d t), W *$ $\sigma, F * t)$ is and $d\left(\xi_{+}^{\bar{p}} A(t, d t)\right) \subset \xi_{+}^{\bar{p}} A(t, d t)$.

The poset maps $\varphi_{\overline{k+1}, \bar{k}}, k \geq 0$, are the identity everywhere but at the cut-off degree $k$ and $k+1$ where they are monomorphisms, $\varphi_{\overline{k+1}, \bar{k}}$ in then compatible with both filtrations and by composition so are the $\varphi_{\bar{p}, \bar{q}}$.

The extended product $\xi_{+}^{\bar{p}} A(t, d t)^{i} \times \xi_{+}^{\bar{q}} A(t, d t)^{j} \rightarrow \xi_{+}^{\bar{q}} A(t, d t)^{i+j}$ being defined as the composition of $\mu$ with poset maps $\varphi_{\bar{p}, \bar{q}}$, it is a morphism of mixed Hodge structure.

The sharpness comes from the fact that $\xi_{+}^{\bar{p}} A(t, d t)$ is $(-1)$-sharp and that the product is a morphism of mixed Hodge structure.

Let then $f:(A, W, F) \rightarrow(B, W, F)$ be a morphism of mixed Hodge cdga. Since the category of mixed Hodge structures is abelian, see [9, Theorem 2.3.5], we have the following proposition.

Proposition 4.0.1. The coperverse $c d g a \mathcal{J}_{\overline{\mathbf{0}}}(f)$ is a coperverse mixed Hodge cdga.

### 4.2. Mixed Hodge structure on the coperverse rational model of the intersection spaces $I^{\overline{\boldsymbol{\top}}} X$.

Definition 4.0.5 ([8]). A mixed Hodge diagram of cdga's over $\mathbf{Q}$ consists of a filtered cdga $\left(A_{\mathbf{Q}}, W\right)$ over $\mathbf{Q}$, a bifiltered cdga $\left(A_{\mathbf{C}}, W, F\right)$ over $\mathbf{C}$, together with a string of filtered $E_{1}$-quasiisomorphisms from $\left(A_{\mathbf{Q}}, W\right) \otimes \mathbf{C}$ to $\left(A_{\mathbf{C}}, W\right)$. In addition, the following axioms must hold:

- The weight filtrations $W$ are regular and exhaustive. The Hodge filtration $F$ is biregular. The cohomology $H\left(A_{\mathbf{Q}}\right)$ has finite type.
- For all $p \in \mathbf{Z}$, the differential of $\operatorname{gr}_{p}^{W}\left(A_{\mathbf{C}}\right)$ is strictly compatible with $F$.
- For all $n \geq 0$ and all $p \in \mathbf{Z}$, the filtration $F$ induced on $H^{n}\left(\operatorname{gr}_{p}^{W}\left(A_{\mathbf{C}}\right)\right)$ defines a pure Hodge structure of weight $p+n$ on $H^{n}\left(\operatorname{gr}_{p}^{W}\left(A_{\mathbf{Q}}\right)\right)$.

Morphisms of mixed Hodge diagrams are defined by level-wise morphisms of bifiltered cdga's such that the associated diagram is strictly commutative. Forgetting the multiplicative structure gives back the notion of mixed Hodge complex defined by Deligne in [10, section 8.1].

Definition 4.0.6. Let $X$ be a topological space. A mixed Hodge diagram for $X$ is a mixed Hodge diagram $M(X)$ such that $M(X)_{\mathbf{Q}} \simeq \mathrm{A}_{\mathrm{PL}}(X)$. That is, its rational component is quasi-isomorphic to the rational algebra of piecewise linear forms on $X$.

The following theorem is an analog in the intersection spaces case of [5, Theorem 3.10] stating that the intersection homotopy type of a complex variety $X$ with only isolated singularities carries mixed Hodge structures.

Theorem 4.1. Let $X \in$ Super $_{\mathbf{C}}$ of complex dimension $n$. There exist a coperverse mixed Hodge cdga $M I_{\mathbf{0}}(X)$ together with a string of quasi-isomorphisms

$$
M I_{\mathbf{\bullet}}(X) \leftarrow * \rightarrow A I_{\mathbf{\bullet}}(X)
$$

such that:
(1) $M I_{\mathbf{\bullet}}(X)=\mathcal{J}_{\mathbf{\bullet}}(\tilde{\imath})$ where $\tilde{\iota}: M\left(X_{\text {reg }}\right) \rightarrow M(L)$ is a model of mixed Hodge cdga's for the rational homotopy type of the inclusion $i: L \hookrightarrow X_{\text {reg }}$.
(2) There is an isomorphism of coperverse mixed Hodge cdga's

$$
H^{*}\left(M I_{\mathbf{\bullet}}(X)\right) \cong H I_{\bullet}^{*}(X)
$$

(3) The mixed Hodge cdga's $M I_{\overline{0}}(X)$ and $M I_{\bar{\infty}}(X)$ defines respectively the mixed Hodge structure on the rational homotopy type of the regular part $X_{\text {reg }}$ of $X$ and on the normalisation $\bar{X}$ of $X$.
(4) The differential of $M I_{\mathbf{\bullet}}(X)$ satisfies $d\left(W_{p} M I_{\mathbf{\bullet}}(X)\right) \subset W_{p-1} M I_{\mathbf{\bullet}}(X)$.

Proof. The proof is similar to [5, Theorem 3.10]. By [15, Theorem 3.2.1], there is a morphism of mixed Hodge diagrams $M\left(X_{\text {reg }}\right) \rightarrow M(L)$ induced by the inclusion $i: L \hookrightarrow X_{\text {reg }}$. The rational component of this morphism is the morphism $i^{*}: \mathrm{A}_{\mathrm{PL}}\left(X_{r e g}\right) \rightarrow \mathrm{A}_{\mathrm{PL}}(L)$ of rational piecewise linear forms induced by the inclusion $i: L \hookrightarrow X_{\text {reg }}$. By [8, Theorem 3.19], there is a commutative diagram of mixed Hodge diagrams

where the vertical maps are quasi-isomorphisms and $\tilde{\iota}$ is a map of mixed Hodge cdga's whose differential satisfies $d\left(W_{p}\right) \subset W_{p-1}$. We then let $M I_{\mathbf{\bullet}}(X):=\mathcal{J}_{\mathbf{\bullet}}(\tilde{\iota})$. Combining corollaries 3.0.1 and 3.0.2 imply that the above commutative diagram defines a string of quasi-isomorphisms from $M I_{\stackrel{\rightharpoonup}{\mathbf{\bullet}}}(X)$ to $A I_{\mathbf{\bullet}}(X)$.

Let now show that $M I_{\mathbf{-}}(X)$ is a coperverse mixed Hodge cdga. Consider the mixed Hodge cdga $M(L)(t, d t)$ defined as in Definition 3.0.1. Then $\xi_{+}^{\bar{p}} M(L)(t, d t)$ is a complex of mixed Hodge structure for every perversities $\bar{p} \in \widehat{\mathcal{P}}_{n}^{o p}$. The product

$$
\xi_{+}^{\bar{p}} M(L)(t, d t) \times \xi_{+}^{\bar{q}} M(L)(t, d t) \longrightarrow \xi_{+}^{\bar{q}} M(L)(t, d t)
$$

and the poset maps

$$
\xi_{+}^{\bar{p}} M(L)(t, d t) \longrightarrow \xi_{+}^{\bar{q}} M(L)(t, d t)
$$

for $\bar{p} \leq \bar{q} \in \mathcal{P}_{n}^{o p}$ are strictly compatible with filtrations. Since the category of mixed Hodge structures is abelian, for each $n \geq 0$ and each $\bar{p} \in \mathcal{P}_{n}^{o p}$, the vector space $M I_{\bar{p}}(X)^{n}$ carries a mixed Hodge structure. The compatibility with product and poset maps is a matter of verifications. This proves the first three properties.

The differential on $M I_{\bar{p}}(X)$ being defined via the pull-back of cdga's whose differential satisfies $d\left(W_{p}\right) \subset W_{p-1}$, this also holds for $M I_{\bar{p}}(X)$.

From this result we can deduce the two following product structures.
Corollary 4.1.1. Let $X \in$ Super $_{\mathbf{C}}$ with only isolated singularities, then the family $\left\{M I_{\bar{p}}(X)\right\}_{(\bar{p})}$ is a $(-1)$-sharp mixed Hodge coperverse cdga.

Corollary 4.1.2. Let $X \in \operatorname{Super} \mathcal{V}_{\mathbf{C}}$ with only isolated singularities, then the family of algebras $\left\{H I_{\overline{0}}^{*}(X), \widetilde{H} I_{\overline{1}}^{*}(X), \ldots, \widetilde{H} I_{2 n-2}^{*}(X)\right\}$ is endowed with a product

$$
\left\{\begin{array}{l}
\widetilde{H} I_{\overline{0}}^{i}(X) \otimes \widetilde{H} I_{\bar{p}}^{j}(X) \longrightarrow \widetilde{H} I_{\bar{p}}^{i+j}(X) \\
\widetilde{H} I_{\bar{p}}^{i}(X) \otimes \widetilde{H} I_{\bar{q}}^{j}(X) \longrightarrow \widetilde{H} I_{\bar{p}+q+1}^{i+j}(X) \quad p+q+1 \leq 2 n-2
\end{array}\right.
$$

This product is a morphism of mixed Hodge structures.

Due to the method of construction of the coperverse mixed Hodge cdga $M I_{\boldsymbol{\bullet}}(X)$, we have the following commutative diagram of mixed Hodge cdga's.


Where each elements of the last row is the quotient of the previous elements in the same column. That is, $M(L, k)$ is the mixed Hodge cdga quotient such that $H^{i}(M(L, k))=H^{k}(L)$ for $i=k$ and zero otherwise. Taking the pullback on each rows we then have a short exact sequence of mixed Hodge structure

$$
0 \longrightarrow M I_{\overline{k+1}}(X) \longrightarrow M I_{\bar{k}}(X) \longrightarrow M(L, k) \longrightarrow 0
$$

This short exact sequence induces a long exact sequence of mixed Hodge structure and extends to arbitrary perversities. That is, we have the following result.

Corollary 4.1.3. Let $X \in$ Super $_{\mathcal{V}_{\mathbf{C}}}$ with only isolated singularities and two perversities

$$
\bar{p} \leq \bar{q} \in \widehat{\mathcal{P}}_{n}^{o p}
$$

We have a long exact sequence of mixed Hodge structures

$$
\cdots \rightarrow H I_{\bar{p}}^{i}(X) \rightarrow H I_{\bar{q}}^{i}(X) \rightarrow H^{i}(M(L, q, p)) \rightarrow H I_{\bar{p}}^{i+1}(X) \rightarrow \cdots
$$

where

$$
H^{i}(M(L, q, p))= \begin{cases}H^{i}(L) & q \leq i<p \\ 0 & \text { otherwise }\end{cases}
$$

## 5. Weight spectral sequence

Let $(B, W, F)$ a mixed Hodge cdga, then $(B(t, d t), W * \sigma, F * t)$ is again a mixed Hodge cdga where the filtrations are given by

$$
(W * \sigma)_{m} B(t, d t)^{n}:=W_{m} B^{n} \otimes \mathbf{Q}[t] \oplus W_{m+1} B^{n-1} \otimes \mathbf{Q}[t] d t
$$

and

$$
(F * t)^{k} B(t, d t):=F^{k} B \otimes \mathbf{C}(t, d t)
$$

The graded subspace associated to the the weight filtration is then given by

$$
\operatorname{gr}_{m}^{W * \sigma}\left(B(t, d t)^{n}\right)=\operatorname{gr}_{m}^{W}\left(B^{n}\right) \otimes \mathbf{Q}[t] \oplus \operatorname{gr}_{m+1}^{W}\left(B^{n-1}\right) \otimes \mathbf{Q}[t] d t
$$

Given a mixed Hodge cdga $(B, W, F)$, we have a cohomological weight spectral sequence $E(B, W)$ whose $E_{1}$ page is defined by

$$
E_{1}^{p, q}(B, W):=H^{p+q}\left(\operatorname{gr}_{-p}^{W}\left(B^{p+q}\right)\right)
$$

The spectral sequence associated to a coperverse filtered cdga $\left(A_{\overline{\boldsymbol{\sigma}}}, W\right)$ is compatible with the multiplicative structure. Thus, for all $r \geq 0$, The term $E_{r}\left(A_{\bar{\bullet}}, W\right)$ is a coperverse bigraded algebra with differential $d_{r}$ of degree $(r, 1-r)$.

Lemma 5.0.1. Let $(B, W, F)$ a mixed Hodge cdga, we have a canonical isomorphism of differential bigraded algebras

$$
E_{1}(B(t, d t), W * \sigma) \cong E_{1}(B, W)(t, d t)
$$

Lemma 5.0.2. Let $f:(A, W, F) \rightarrow(B, W, F)$ be a morphism of coperverse mixed Hodge cdga's. There is a quasi-isomorphism of coperverse differential bigraded algebras

$$
E_{1}\left(\mathcal{J}_{\boldsymbol{\bullet}}(f), W\right) \xrightarrow{\sim} \mathcal{J}_{\boldsymbol{\bullet}}\left(\left(E_{1}(f, W)\right)\right) .
$$

Proof. The proof is similar to [5, Lemma 3.7] unless for the map

$$
E_{1}\left(\xi_{+}^{\bar{\bullet}} B(t, d t), W * \sigma\right) \xrightarrow{\sim} \xi_{+}^{\bar{\bullet}} E_{1}(B, W)(t, d t)
$$

which is not an isomorphism but a quasi-isomorphism.
Lemma 5.0.3. Let $\left(A_{\overline{\mathbf{\sigma}}}, W, F\right)$ be a coperverse mixed Hodge cdga such that

$$
d\left(W_{p} A_{\mathbf{\bullet}}\right) \subset W_{p-1} A_{\boldsymbol{\bullet}}
$$

There is an isomorphism of complex coperverse cdga's

$$
A_{\mathbf{\bullet}} \otimes \mathbf{C} \cong E_{1}(A-\otimes \mathbf{C}, W)
$$

Proof. The proof is is the same as the proof of [5, Lemma 3.4] for perverse mixed Hodge cdga's.

Let $(A, W)$ be a filtered cdga of finite type over a field $\mathbf{k}$ and $\mathbf{k} \subset \mathbf{K}$ a field extension. By [8, Theorem 2.26] we have that $A \cong E_{r}(A, W)$ if and only if $A \otimes_{\mathbf{k}} \mathbf{K} \cong E_{r}\left(A \otimes_{\mathbf{k}} \mathbf{K}, W\right)$. For a coperverse cdga of finite type the same proof is valid. This implies the isomorphism of Lemma 5.0.3 descends to an isomorphism over $\mathbf{Q}$.

Let $X \in$ Super $_{\mathbf{V}}^{\mathbf{C}}$ of complex dimension $n$. The inclusion $i: L \hookrightarrow X_{\text {reg }}$ of the link into the regular part induces a morphism of multiplicative weight spectral sequence

$$
E_{1}\left(i^{*}\right): E_{1}\left(X_{r e g}\right) \rightarrow E_{1}(L)
$$

We define

$$
E I_{1, \bar{\bullet}}(X):=\mathcal{J}_{\bullet}\left(E_{1}\left(i^{*}\right)\right)
$$

This is a coperverse differential bigraded algebra whose cohomology satifies

$$
E I_{2, \bar{p}}^{r, s}(X):=H^{r, s}\left(E I_{1, \bar{p}}(X)\right) \cong \operatorname{gr}_{s}^{W}\left(H I_{\bar{p}}^{r+s}(X)\right)
$$

Definition 5.0.1. Let $X \in \operatorname{Super}_{\mathbf{C}}$ of complex dimension $n$. The spectral sequence $E I_{1, \boldsymbol{\bullet}}(X)$ defined by

$$
E I_{1, \boldsymbol{\bullet}}(X):=\mathcal{J}_{\mathbf{\bullet}}\left(E_{1}\left(i^{*}\right)\right)
$$

is called the coperverse weight spectral sequence associated to $X$.
In [5, Theorem 3.12], Chataur and Cirici prove the existence of a quasi-isomorphism between the rational perverse model $I A_{\mathbf{\bullet}}(X)$ of a complex projective variety with only isolated singularities and the first term of its perverse weight spectral sequence $I E_{1, \bar{\bullet}}(X)$. This theorem as an analog in the intersection spaces case.

Theorem 5.1. Let $X \in$ Super $_{\mathbf{C}}$ with only isolated singularities. There is a string of quasiisomorphisms of coperverse cdga's from $M I_{\overline{\boldsymbol{\bullet}}}(X) \otimes \mathbf{C}$ to $E I_{1, \bar{\bullet}}(X) \otimes \mathbf{C}$. In particular, there is an isomorphism in $\operatorname{Ho}\left(\mathcal{P}_{n}^{o p} \mathrm{CDGA}_{\mathbf{C}}\right)$ from $A I_{\boldsymbol{\bullet}}(X) \otimes \mathbf{C}$ to $E I_{1, \boldsymbol{\bullet}}(X) \otimes \mathbf{C}$.

Proof. The proof is similar to [5, Theorem 3.12].
Let $\left(M I_{\mathbf{-}}(X), W, F\right)$ be the coperverse mixed Hodge cdga given by Theorem 4.1. Since the differential satisfies

$$
d\left(W_{p} M I_{\mathbf{\bullet}}(X)\right) \subset W_{p-1} M I_{\mathbf{\bullet}}(X)
$$

by Lemma 5.0.3 we have an isomorphism of complex coperverse cdga's

$$
M I_{\mathbf{\bullet}}(X) \otimes \mathbf{C} \cong E_{1}\left(M I_{\mathbf{\bullet}}(X) \otimes \mathbf{C}, W\right)
$$

By construction, we have $M I_{\overline{\mathbf{0}}}(X):=\mathcal{J}_{\overline{\mathbf{0}}}(\tilde{\iota})$, where

$$
\tilde{\iota}:\left(M\left(X_{r e g}\right), W, F\right) \rightarrow(M(L), W, F)
$$

is a morphism of mixed Hodge cdga's which computes the rational homotopy type of $\iota: L \rightarrow X_{\text {reg }}$. Thus by Lemma 5.0.2 we have a quasi-isomorphism of coperverse cdga's

$$
E_{1}\left(M I_{\mathbf{\bullet}}(X), W\right) \longrightarrow \mathcal{J}_{\mathbf{\bullet}}\left(E_{1}(\tilde{\iota}, W)\right)
$$

It remains to note that we have a string of quasi-isomorphisms from $\mathcal{J}_{\mathbf{0}}\left(E_{1}(\tilde{\iota})\right.$ ) to $E I_{1, \mathbf{\bullet}}(X):=\mathcal{J}_{\mathbf{\bullet}}\left(E_{1}\left(i^{*}\right)\right)$

Remark 5.2. Suppose we have a topological space $X$ such that its rational model is endowed with an increasing filtration $W$, then one can consider the associated spectral sequence $E_{1}(X, W)$. The existence of a string of quasi-isomorphisms between the rational model of $X$ and the first page $E_{1}(X, W)$ is called the $E_{1}$-formality and is a property of complex algebraic varieties, see [8] and [6]. It is an interesting result that the intersection spaces of complex projective varieties have this property although they are not algebraic varieties.

Definition 5.2.1. Let $X$ be a compact, connected oriented pseudomanifold of dimension $n$ with only isolated singularities. We say that $X$ is a $E I_{r, \bar{\bullet}}$-formal topological space if its coperverse rational model $A I_{\overline{\boldsymbol{\bullet}}}(X)$ can be endowed with an increasing bounded filtration $W$ such that there exists a string of quasi-isomorphisms between $A I_{\mathbf{\bullet}}(X)$ and the $r$-th term of its associated spectral sequence $E I_{r, \bar{\bullet}}(X, W)$.

With this definition, Theorem 5.1 can be rephrased in the following corollary.
Corollary 5.2.1. Let $X \in$ Super $_{\mathbf{C}}$ with only isolated singularities. The space $X$ is $E I_{1, \overline{\boldsymbol{\bullet}}}$-formal with respect to the weight filtration.
5.1. The case of a smooth exceptional divisor. The coperverse weight spectral sequence always exists as long as $X$ only has isolated singularities. In the case where $X$ admits a resolution of singularities with a smooth exceptional divisor, we can have an explicit description of this spectral sequence.
5.1.1. Notations. Let $X$ be a complex projective variety of complex dimension $n$ with only normal isolated singularities. We denote by $\Sigma=\left\{\sigma_{1}, \ldots, \sigma_{\nu}\right\}$ the singular locus of $X$ and by $X_{\text {reg }}:=X-\Sigma$ its regular part. We also denote by $L:=L(\Sigma, X)$ the link of $\Sigma$ in $X$ and by $i: L \hookrightarrow X_{\text {reg }}$ the natural inclusion of the link into the regular part.

Since $\Sigma$ is discrete, we can write $L$ as a disjoint union $L=\sqcup_{\sigma_{i}} L_{i}$ where $L_{i}:=L\left(\sigma_{i}, X\right)$ is the link of $\sigma_{i} \in \Sigma$ in $X$. The assumption that $X$ is normal implies that $L_{i}$ is connected for all $\sigma_{i} \in \Sigma$.

From now on, we will always assume $X$ admits a resolution of singularities

such that the exceptional divisor $D:=f^{-1}(\Sigma)$ is smooth.
We denote by

$$
j^{k}: H^{k}(\tilde{X}) \longrightarrow H^{k}(D) \text { and } \gamma^{k}: H^{k-2}(D) \longrightarrow H^{k}(\tilde{X})
$$

the restriction map and the Gysin map induced by the inclusion $j$.
For all $k \geq 2$ we also denote by

$$
j_{\sharp}^{k}: H^{k-2}(D) \xrightarrow{\gamma^{k}} H^{k}(\widetilde{X}) \xrightarrow{j^{k}} H^{k}(D)
$$

the composition of the two maps.
The morphism $E_{1}\left(i^{*}\right): E_{1}^{*, *}\left(X_{r e g}\right) \rightarrow E_{1}^{*, *}(L)$ of weight spectral sequence induced by the inclusion $i: L \hookrightarrow X_{\text {reg }}$ is defined by the following commutative diagrams.


The algebra structure on $E_{1}^{*, *}\left(X_{\text {reg }}\right)$ is given by the cup product of $H^{*}(\widetilde{X})$, together with the map

$$
\begin{aligned}
H^{s}(\tilde{X}) \times H^{s^{\prime}}(D) & \longrightarrow \quad H^{s+s^{\prime}}(D) \\
(x, a) & \longmapsto \quad j^{s}(x) \cdot a .
\end{aligned}
$$

This algebra structure is compatible with the differential $\gamma$ because $\gamma\left(j^{s}(x) \cdot a\right)=x \cdot \gamma(a)$.
The non-trivial products on $E_{1}^{*, *}(L)$ are the maps

$$
E_{1}^{0, s}(L) \times E_{1}^{r, s^{\prime}}(L) \longrightarrow E_{1}^{r, s+s^{\prime}}(L) \quad r \in\{0,1\}, s, s^{\prime} \geq 0
$$

induced by the cup-product on $H^{*}(D)$.
The coperverse weight spectral sequence $E I_{1, \overline{\boldsymbol{\bullet}}}(X):=\mathcal{J}_{\boldsymbol{\bullet}}\left(E_{1}\left(i^{*}\right)\right)$ for $X$ is then given by

| $s>p+1$ | $H^{s-2}(D) \otimes \mathbf{Q}[t]$ | $\rightarrow$ | $\mathcal{I}_{0}^{s} \oplus H^{s-2}(D) \otimes \mathbf{Q}[t] d t$ | $\rightarrow$ | $H^{s}(D) \otimes \mathbf{Q}[t] d t$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $s=p+1$ | $\mathrm{C}_{\bar{p}} \oplus H^{s-2}(D) \otimes \mathbf{Q}[t] t$ | $\rightarrow$ | $\mathcal{I}_{0}^{s} \oplus H^{s-2}(D) \otimes \mathbf{Q}[t] d t$ | $\rightarrow$ | $H^{s}(D) \otimes \mathbf{Q}[t] d t$ |
| $1 \leq s<p+1$ | $H^{s-2}(D) \otimes \mathbf{Q}[t] t$ | $\rightarrow$ | $\mathcal{I}_{1}^{s} \oplus H^{s-2}(D) \otimes \mathbf{Q}[t] d t$ | $\rightarrow$ | $H^{s}(D) \otimes \mathbf{Q}[t] d t$ |
| $s=0$ | 0 | $\mathcal{I}_{0}^{0}$ | $\rightarrow$ | $H^{0}(D) \otimes \mathbf{Q}[t] d t$ |  |
| $E I_{1, \bar{p}}^{r, s}(X)$ | $r=-1$ | $r=0$ | $r=1$ |  |  |

where
(1) $\mathrm{C}_{\bar{p}}$ is the image of the section of $d_{1}^{-1, s}: E_{1}^{-1, s}(L) \rightarrow E_{1}^{0, s}(L)$, i.e. a section of

$$
j_{\sharp}^{s}: H^{s-2}(D) \rightarrow H^{s}(D) .
$$

Note that $\mathrm{C}_{\bar{p}}$ is just a computational tool and does not impact the value of the $E I_{2}$ term since it has been shown in [2, Theorem 2.18] that the values of $H I_{\bar{p}}^{k}(X)$ for rational coefficients are independent of the choices made during the construction.
(2) $\mathcal{I}_{k}^{s}, k \in\{0,1\}$, is the vector space given by the following pullback square.

(3) The differential $d_{\bar{p}}^{-1, s}: E I_{1, \bar{p}}^{-1, s}(X) \rightarrow E I_{1, \bar{p}}^{0, s}(X)$ is defined by

$$
\sum a_{i} t^{i} \mapsto\left(\left(\sum \gamma^{s}\left(a_{i}\right), \sum j_{\sharp}^{s}\left(a_{i}\right) t^{i}\right), \sum i a_{i} t^{i-1} d t\right) \quad a_{i} \in H^{s-2}(D) .
$$

(4) The differential $d_{\bar{p}}^{0, s}: E I_{1, \bar{p}}^{0, s}(X) \rightarrow E I_{1, \bar{p}}^{1, s}(X)$ is defined by

$$
\left(\left(x, \sum a_{i} t^{i}\right), \sum b_{i} t^{i} d t\right) \mapsto \sum i a_{i} t^{i-1} d t+\sum j_{\sharp}^{s}\left(b_{i}\right) t^{i} d t
$$

with

$$
\left\{\begin{array}{l}
a_{i} \in H^{s}(D), b_{i} \in H^{s-2}(D), \\
x \in H^{s}(\widetilde{X}), j^{s}(x)=\sum a_{i} .
\end{array}\right.
$$

We describe the internal algebra structure of the coperverse weight spectral sequence $E I_{1, \bar{p}}^{r, s}(X)$. Due to the method of construction, this algebra structure is similar to the external one on the perverse weight spectral sequence for intersection cohomology in [5].

The algebra structure is described by the following maps. We set $x, x^{\prime} \in H^{*}(\widetilde{X})$ and $a, a^{\prime}, b, b^{\prime} \in H^{*}(D) \otimes \mathbf{Q}[t]$.

$$
\begin{array}{clc}
E I_{1, \bar{p}}^{0, s}(X) \times E I_{1, \bar{p}}^{0, s^{\prime}}(X) & \longrightarrow & E I_{1, \bar{p}}^{0, s+s^{\prime}}(X) \\
\left((x, a+b \cdot d t),\left(x^{\prime}, a^{\prime}+b^{\prime} \cdot d t\right)\right) & \longmapsto \quad\left(x x^{\prime}, a a^{\prime}+\left(a^{\prime} b+b^{\prime} a\right) d t\right) \\
E I_{1, \bar{p}}^{0, s}(X) \times E I_{1, \bar{p}}^{1, s^{\prime}}(X) & \longrightarrow & E I_{1, \bar{p}}^{1, s+s^{\prime}}(X) \\
\left((x, a+b \cdot d t),\left(a^{\prime} \cdot d t\right)\right) & \longmapsto & a a^{\prime} \cdot d t \\
E I_{1, \bar{p}}^{-1, s}(X) \times E I_{1, \bar{p}}^{1, s^{\prime}}(X) & \longrightarrow E I_{1, \bar{p}}^{0, s+s^{\prime}}(X) \\
\left(a, a^{\prime} \cdot d t\right) & \longmapsto & a a^{\prime} \cdot d t \\
E I_{1, \bar{p}}^{-1, s}(X) \times E I_{1, \bar{p}}^{0, s^{\prime}}(X) & \longrightarrow E I_{1, \bar{p}}^{-1, s+s^{\prime}}(X) \\
\left(a,\left(x, a^{\prime}+b^{\prime} \cdot d t\right)\right) & \longmapsto & a a^{\prime}
\end{array}
$$

Note that since $\mathrm{C}_{\bar{p}} \subset H^{s-2}(D)$ and $\mathcal{I}_{1}^{s} \subset \mathcal{I}_{0}^{s}, \varphi_{\overline{k+1}, \bar{k}}$ induces a morphism of spectral sequences of bidegree $(0,0)$

$$
E I_{1}\left(\varphi_{\overline{k+1}, \bar{k}}\right): E I_{1, \overline{k+1}}(X) \rightarrow E I_{1, \bar{k}}(X) .
$$

This poset map extends the internal structure structure into an external one, meaning we then have an extended product

$$
E I_{1, \bar{p}}^{r, s}(X) \times E I_{1, \bar{q}}^{r^{\prime}, s^{\prime}}(X) \longrightarrow E I_{1, \bar{q}}^{r+r^{\prime}, s+s^{\prime}}(X)
$$

defined with the same map as before for the internal structure and following the same rules for $r, r^{\prime}, s, s^{\prime}$.

By computing the cohomology of $E I_{1, \bar{p}}(X)$ we have the following array.

| $s>p+1$ | $\operatorname{ker} \gamma^{s}$ | $\operatorname{coker} \gamma^{s}$ | 0 |
| :---: | :---: | :---: | :---: |
| $s=p+1$ | 0 | $\operatorname{coker} \gamma_{\mid \mathrm{C}_{\bar{p}}}^{s}$ | 0 |
| $1 \leq s<p+1$ | 0 | $\operatorname{ker} j^{s}$ | $\operatorname{coker} j^{s}$ |
| $s=0$ | 0 | $H^{0}(\widetilde{X})$ | 0 |
| $E I_{2, \bar{p}}^{r, s}(X)$ | $r=-1$ | $r=0$ | $r=1$ |

Where $\gamma_{\mid C_{\bar{p}}}^{s}$ is the restriction of $\gamma^{s}$ to

$$
\mathrm{C}_{\bar{p}} \rightarrow H^{s}(\tilde{X})
$$

We then have the following isomorphisms.

$$
H I_{\bar{p}}^{k}(X)= \begin{cases}H^{0}(\widetilde{X})=\mathbf{Q} & k=0 \\ H^{k}(X) \cong \operatorname{ker} j^{k} \oplus \operatorname{coker} j^{k-1} & 1 \leq k<p+1 \\ H^{k}(X) \oplus \operatorname{im} H^{k}\left(X_{\text {reg }}\right) \rightarrow H^{k}(L) \cong \operatorname{coker} \gamma_{\mid \mathrm{C}_{\bar{p}}}^{k} \oplus \operatorname{coker} j^{k-1} \oplus \operatorname{ker} \gamma^{k+1} & k=p+1 \\ H^{k}\left(X_{\text {reg }}\right) \cong \operatorname{ker} \gamma^{k+1} \oplus \operatorname{coker} \gamma^{k} & k>p+1\end{cases}
$$

5.1.2. Remark on coker $j^{0}$. It is important to note here that the values of ker $j^{s}$ and coker $j^{s}$ recorded in the array of the $E I_{2}$ term above start with $s=1$, meaning we don't take into account ker $j^{0}$ and coker $j^{0}$, this is intended.

Indeed, coker $j^{0}$ accounts for the number of loops created when the intersection spaces are defined as a homotopy pushout over a single point, like in the original definition of [2], this not the definition we use.

As a consequence, when we have multiple isolated singularities, the generalized Poincaré duality of the intersection spaces fails for $\widetilde{H} I_{\bar{p}}^{1}(X) \not \approx \widetilde{H} I_{\bar{q}}^{n-1}(X)$.

This is also one of the reason we modified the definition of intersection spaces. If we used the original definition of [2], the mixed Hodge structure on $H I_{\bar{p}}^{k}(X)$ would never be pure unless there is only one isolated singularity, which is the case where coker $j^{0}=0$.
5.1.3. Remark on the zero perversity. The intersection space for the zero perversity is by Definition 2.1.2 the regular part $X_{r e g}$ of the complex projective variety $X \in \operatorname{Super} \mathcal{V}_{\mathbf{C}}$ involved. The isomorphism given above by the $E I_{2}$ term gives

$$
H I_{\overline{0}}^{1}(X)=\operatorname{coker} \gamma_{\mid \mathrm{C}_{\overline{0}}}^{1} \oplus \operatorname{ker} \gamma^{2}
$$

Let's see that this coincides with $H^{1}\left(X_{r e g}\right)$.
Consider the term coker $\gamma_{\mid \mathrm{C}_{\overline{0}}}^{1}$, by definition $\mathrm{C}_{\overline{0}}$ is defined as the image of a section of

$$
j_{\sharp}^{0}: H^{-1}(D)=0 \rightarrow H^{1}(D) .
$$

So we have $\mathrm{C}_{\overline{0}}=0$, and we then have coker $\gamma_{\mid \mathrm{C}_{\overline{0}}}^{1} \cong \operatorname{coker} \gamma^{1}$.

We then have what we wanted

$$
H I \frac{1}{0}(X)=\operatorname{coker} \gamma^{1} \oplus \operatorname{ker} \gamma^{2}=H^{1}\left(X_{r e g}\right)
$$

## 5.2. ( $\bar{p}, r$ )-purity implies $(\bar{p}, r)$-formality.

Definition 5.2.2. Let $0 \leq r \leq \infty$ be an integer and $\bar{p}$ a perversity. A morphism of coperverse cdga's $f_{\mathbf{-}}: A_{\mathbf{\bullet}} \rightarrow B_{\mathbf{\bullet}}$ is a $(\bar{p}, r)$-quasi-isomorphism if for all perversities $\bar{s} \leq \bar{p}$ in $\mathcal{P}^{\text {op }}$ the induced morphism

$$
H_{\bar{s}}^{i}(f): H_{\bar{s}}^{i}(A) \longrightarrow H_{\bar{s}}^{i}(B)
$$

is an isomorphism for all $i \leq r$ and a monomorphism for $i=r+1$.
Definition 5.2.3. (1) A coperverse cdga $\left(A_{\overline{\boldsymbol{\bullet}}}, d\right)$ over $\mathbf{k}$ is said to be $(\bar{p}, r)$-formal if there exist a string of $(\bar{p}, r)$-quasi-isomorphisms from $\left(A_{\overline{\mathbf{}}}, d\right)$ to its cohomology $\left(H_{\mathbf{\mathbf { }}}(A, \mathbf{k}), 0\right)$ seen as a coperverse cdga with zero differential.
(2) Let $X \in \operatorname{Super}_{\mathbf{C}}, I^{\bar{\bullet}} X$ is said to be $(\bar{p}, r)$-formal if its coperverse rational model $A I_{\overline{\mathbf{\bullet}}}(X)$ is $(\bar{p}, r)$-formal.
(3) Let $X \in \operatorname{Super} \mathcal{V}_{\mathbf{C}}, I^{\bar{\bullet}} X$ is said to be $(\bar{p}, r)$-pure if the weight filtration $H I_{\bar{s}}^{k}(X)$ is pure of weight $k$ for all $k \leq r$ and for all perversities $\bar{s} \leq \bar{p}$ in $\mathcal{P}^{o p}$.

Theorem 5.3. Let $X \in \operatorname{Super}_{\mathbf{C}}$ of dimension $n$ with only isolated singularities. Let $r \geq 0$ be an integer and $\bar{p}$ a perversity. Suppose that $I^{\bar{\bullet}} X$ is $(\bar{p}, r)$-pure, then $I^{\bar{\bullet}} X$ is $(\bar{p}, r)$-formal.

Proof. By Theorem 5.1, we need to define a string of $(\bar{p}, r)$-quasi-isomorphisms of differential bigraded algebras from $\left(E I_{1, \bar{s}}^{i, j}(X), d_{\bar{s}}^{i, j}\right)$ to $\left(E I_{2, \bar{s}}^{i, j}(X), 0\right)$ for $i+j \leq r$ and $\bar{s} \leq \bar{p}$ in $\widehat{\mathcal{P}}_{n}^{o p}$.

Given $X \in \operatorname{Super}_{\mathbf{C}}$ of dimension $n$ with only isolated singularities, the terms $E I_{1}$ and $E I_{2}$ of the spectral sequence look like.

| $j=5$ | $\vdots$ | $1 \quad \vdots$ | 引 |
| :---: | :---: | :---: | :---: |
| $j=4$ | $E I_{1, \bar{\bullet}}^{-1,4}(X)$ | $E I_{1, \boldsymbol{¢}}^{0,4}(X)$ | $E I_{1, \boldsymbol{\bullet}}^{1,4}(X)$ |
| $j=3$ | $E I_{1, \bullet}^{-1,3}(X)$ | $E I_{1, \boldsymbol{\bullet}}^{0,3}(X)$ | $E I_{1, \bar{\bullet}}^{1,3}(X)$ |
| $j=2$ | $E I_{1, \bullet}^{-1,2}(X)$ | E $E I_{1, \mathbf{6}}^{0,2}(X)$ | $E I_{1, \mathbf{6}}^{1,2}(X)$ |
| $j=1$ | $E I_{1, \bar{\bullet}}^{-1,1}(X)$ | \| $E I_{1, \mathbf{6}}^{0,1}(X)$ | $E I_{1, \overline{\boldsymbol{e}}}^{1,1}(X)$ |
| $j=0$ | 0 | $E I_{1, \mathbf{6}}^{0,0}(X)$ | $E I_{1, \mathbf{6}}^{1,0}(X)$ |
| $E I_{1, \stackrel{\bullet}{\bullet}}^{i, j}(X)$ | $i=-1$ | $i=0$ | $i=1$ |


| $j=5$ | $\vdots$ | $1 \quad \vdots$ |  |
| :---: | :---: | :---: | :---: |
| $j=4$ | $\mathrm{gr}_{4}^{W}(H I \stackrel{3}{\bullet}(X))$ | $\mathrm{gr}_{4}^{W}\left(H I_{\mathbf{0}}^{4}(X)\right)$ | $\mathrm{gr}_{4}^{W}\left(H I \frac{5}{6}(X)\right)$ |
| $j=3$ | $\operatorname{gr}_{3}^{W}\left(H I_{\bullet}^{2}(X)\right)$ | $\lg _{3}^{W}\left(H I \frac{3}{\bullet}(X)\right)$ | $\operatorname{gr}_{3}^{W}\left(H I \frac{4}{4}(X)\right)$ |
| $j=2$ | $\operatorname{gr}_{2}^{W}\left(H I \frac{1}{\bullet}(X)\right)$ | $\left.\right\|_{1} \operatorname{gr}_{2}^{W}\left(H I_{\bullet}^{2}(X)\right)$ | $)^{\mathrm{gr}_{2}^{W}}\left(H I \frac{3}{\bullet}(X)\right)$ |
| $j=1$ | $\operatorname{gr}_{1}^{W}\left(H I \frac{0}{\bullet}(X)\right)$ | $)_{1} \operatorname{gr}_{1}^{W}\left(H I \frac{1}{0}(X)\right)$ | $\operatorname{gr}_{1}^{W}\left(H I \frac{2}{\bullet}(X)\right)$ |
| $j=0$ | 0 | $\operatorname{gr}_{0}^{W}\left(H I_{\bullet}^{0}(X)\right)$ | $\operatorname{gr}_{0}^{W}\left(H I \frac{1}{6}(X)\right)$ |
| $E I_{2, \boldsymbol{\bullet}}^{i, j}(X)$ | $i=-1$ | , $\quad i=0$ | ) $\quad i=1$ |

The ( $\bar{p}, r$ )-purity assumption implies that

$$
\operatorname{gr}_{j}^{W}\left(H I_{\bar{s}}^{j-1}(X)\right)=0 \text { for all } j \leq r+1
$$

and

$$
\operatorname{gr}_{j}^{W}\left(H I_{\bar{s}}^{j+1}(X)\right)=0 \text { for all } j \leq r-1
$$

This means that $\operatorname{ker} d_{\bar{s}}^{-1, j}=0$ for all $j \leq r+1$ and $\operatorname{im} d_{\bar{s}}^{0, j}=E I_{1, \bar{s}}^{1, j}(X)$ for all $j \leq r-1$.
Denote by $F I_{\bar{s}}^{i, j}(X)$ the bigraded differential algebra defined by, for all $\bar{s} \leq \bar{p}$ in $\widehat{\mathcal{P}}_{n}^{o p}$

$$
\begin{cases}F I_{\bar{s}}^{-1, j}(X):=E I_{1, \bar{s}}^{-1, j}(X) & j \leq r+1, \\ F I_{\bar{s}}^{-1, j}(X):=0 & j>r+1, \\ F I_{\bar{s}}^{0, j}(X):=\operatorname{ker} d_{\bar{s}}^{0, j} & \forall j, \\ F I_{\bar{s}}^{1, j}(X):=0 & \forall j\end{cases}
$$

The differential being $d_{\bar{s}}^{i, j}$.
The bigraded differential algebra $F I_{\bar{s}}^{*, *}(X)$ has the following product structure

$$
\begin{cases}F I_{\bar{s}}^{-1, j}(X) \times F I_{\bar{s}}^{-1, j}(X) \longrightarrow 0 & \forall j, \\ F I_{\bar{s}}^{-1, j}(X) \times F I_{\bar{s}}^{0, j^{\prime}}(X) \longrightarrow F I_{\bar{s}}^{-1, j+j^{\prime}}(X) & \forall j, j^{\prime} \\ F I_{\bar{s}}^{0, j}(X) \times F I_{\bar{s}}^{0, j^{\prime}}(X) \longrightarrow F I_{\bar{s}}^{0, j+j^{\prime}}(X) & \forall j, j^{\prime}\end{cases}
$$

which is well defined and is compatible with $d_{\bar{s}}^{i, j}$ and poset maps $E I_{1}\left(\varphi_{\overline{s+1}, \bar{s}}\right)$ for all $\bar{s} \leq \bar{p}$.
We then clearly have a inclusion $\left(F I_{\bar{s}}^{i, j}(X), d_{\bar{s}}^{i, j}\right) \hookrightarrow\left(E I_{1, \bar{s}}^{i, j}(X), d_{\bar{s}}^{i, j}\right)$, the map

$$
\left(F I_{\bar{s}}^{i, j}(X), d_{\bar{s}}^{i, j}\right) \rightarrow\left(E I_{2, \bar{s}}^{i, j}(X), 0\right)
$$

is defined by the following commutative diagram where the dashed arrows are the zero map.


The string $\left(E I_{1, \bar{s}}^{i, j}(X), d_{\bar{s}}^{i, j}\right) \longleftarrow\left(F I_{\bar{s}}^{i, j}(X), d_{\bar{s}}^{i, j}\right) \rightarrow\left(E I_{2, \bar{s}}^{i, j}(X), 0\right)$ then defines a $(\bar{p}, r)$-quasiisomorphism.

Regardless of the perversity. The two cases of special interest here are the cases where $r=1$ and $r=\infty$.

The case $r=1$, the 1-formality, implies that the rational Malcev completion of $\pi_{1}\left(I^{\bar{p}} X\right)$ can be computed directly from the cohomology group $H I_{\bar{p}}^{1}(X)$, together with the cup product $H I_{\bar{p}}^{1}(X) \otimes H I_{\bar{p}}^{1}(X) \rightarrow H I_{\bar{p}}^{2}(X)$. We then say that $\pi_{1}\left(I^{\bar{p}} X\right)$ is 1-formal.

The case $r=\infty$ implies the formality of $I^{\bar{p}} X$ in the usual sense, which in the cases where $I^{\bar{p}} X$ is simply-connected or nilpotent implies that the rational homotopy groups $\pi_{i}\left(I^{\bar{p}} X\right) \otimes \mathbf{Q}$ can be directly computed from the cohomology ring $H I_{\bar{p}}^{*}(X)$. We note that formality implies 1-formality.

Suppose now $X \in \operatorname{Super} \mathcal{V}_{\mathbf{C}}$ with only normal isolated singularities, i.e.

$$
H I_{\bar{\infty}}^{k}(X)=H^{k}(\bar{X})=H^{k}(X)
$$

then by the Van-Kampen theorem and by Definition 2.1.2 for any perversity $\bar{p}$ we have

$$
\pi_{1}(X)=\pi_{1}\left(I^{\bar{p}} X\right)=\pi_{1}\left(X_{r e g}\right)
$$

Morevover, whether $\bar{p}=\overline{0}$ or $\bar{p} \neq \overline{0}$ we have the two following commutative diagrams.


Which means that if $X$ is 1-formal then we can compute the rational Malcev completion of $\pi_{1}\left(I^{\bar{p}} X\right)$ by computing the one from $\pi_{1}(X)$. It is a result from [1] that when considering normal projective varieties the fundamental group is always 1 -formal, see also [6, Corollary 3.8] for the isolated singularities case. We can then deduce the following result

Proposition 5.3.1. Let $X \in$ Super $_{\mathbf{C}}$ with only normal isolated singularities. Then for any perversity $\bar{p} \pi_{1}\left(I^{\bar{p}} X\right)$ is formal.

We also highlight the case $r=\infty$.
Corollary 5.3.1. Let $X \in \operatorname{Super}_{\mathbf{V}}^{\mathbf{C}}$ with only isolated singularities. If $I^{\bar{\bullet}} X$ is $(\bar{p}, \infty)$-pure then $I^{\bar{s}} X$ is formal for any $\bar{s} \leq \bar{p}$ in $\mathcal{P}^{o p}$.

Remark 5.4. The question of the purity of the weight filtration is also considered in intersection cohomology, where a similar result of "purity implies formality" exists [5, Corollary 3.13]. It must be pointed out that the purity of $X \in \operatorname{Super} \mathcal{V}_{\mathbf{C}}$ in intersection cohomology does not imply the purity of $I^{\overline{\boldsymbol{C}}} X$. For example the Kummer surface of section 7.2, it is a $\mathbf{Q}$-homology manifold and as such its rational intersection cohomology $I H_{\bar{p}}^{k}(X)$ is pure of weight $k$ for any perversities and then is intersection formal. This is not the case of the corresponding intersection space for the middle perversity $I^{\overline{1}} X$ since $\operatorname{gr}_{4}^{W}\left(H I \frac{3}{1}(X)\right) \neq 0$.

Another and more involved example. It is a consequence of Gabber's purity theorem and the decomposition theorem of intersection homology (see [22]) that for projective varieties $X$ with isolated singularities and for the middle perversity, the weight filtration $W$ on $I H \frac{k}{m}(X)$ is pure of weight $k$ for all $k \geq 0$, this is not the case for the Calabi-Yau 3-folds treated in the last part as we see that the weight filtration $W$ on $H I_{\bar{m}}^{k}(X)$ isn't pure.

## 6. Formality of intersection spaces for 3-FOLDS

6.1. Preparatory work. Let $X$ be a complex projective algebraic 3 -fold with isolated singularities and denote by $\Sigma=\left\{\sigma_{1}, \ldots, \sigma_{\nu}\right\}$ the singular locus of $X$. Assume that there is a resolution of singularities $f: \widetilde{X} \rightarrow X$ such that the exceptional divisor $D:=f^{-1}(\Sigma)$ is smooth and the the $\operatorname{link} L_{i}$ of $\sigma_{i}$ in $X$, for all $\sigma_{i} \in \Sigma$ is simply connected.

First we recall and collect the different properties we will need. We state them in the case of a space of complex dimension 3 but they are completely general and holds for any complex projective variety of complex dimension $n$ with only isolated singularities by replacing 3 by $n$. The proofs can be found in [5].
Lemma 6.0.1. We have the following Poincaré duality isomorphisms for all $0 \leq s \leq 3$,

$$
\operatorname{coker} \gamma^{3+s} \cong\left(\operatorname{ker} j^{3-s}\right)^{\vee} \quad \operatorname{ker} \gamma^{3+s} \cong\left(\operatorname{coker} j^{3-s}\right)^{\vee}
$$

Recall that since $\operatorname{dim}(\Sigma)=0$, the weight filtration on the cohomology of the link is semi-pure, meaning :

- the weights on $H^{k}(L)$ are less than or equal to $k$ for $k<3$,
- the weights on $H^{k}(L)$ are greater or equal to $k+1$ for $k \geq 3$.

We than have the following results.
Lemma 6.0.2. With the previous notations we have :
(1) The map $j_{\sharp}^{k}: H^{k-2}(D) \rightarrow H^{k}(D)$ is injective for $k \leq 3$ and surjective for $k \geq 3$.
(2) The Gysin map $\gamma^{k}: H^{k-2}(D) \rightarrow H_{\tilde{X}}^{k}(\widetilde{X})$ is injective for $k \leq 3$ and $\gamma^{6}$ is surjective.
(3) The restriction morphism $j^{k}: H^{k}(\widetilde{X}) \rightarrow H^{k}(D)$ is surjective for $k \geq 3$.

Lemma 6.0.3. With the assumption on the links $L$, we have the following :
(1) The map $j_{\sharp}^{2}: H^{0}(D) \rightarrow H^{2}(D)$ in injective, the map $j_{\sharp}^{4}: H^{2}(D) \rightarrow H^{4}(D)$ is surjective, $j_{\sharp}^{k}: H^{k-2}(D) \rightarrow H^{k}(D)$ is an isomorphism for $k=1,3,5$.
(2) The map $\gamma^{k}: H^{k-2}(D) \rightarrow H^{k}(\widetilde{X})$ is injective for all $k \neq 4,6$ and $j^{k}: H^{k}(\widetilde{X}) \rightarrow H^{k}(D)$ is surjective for all $k \neq 0,2$.
Lemma 6.0.4. With the above assumptions we have the following :
(1) $H^{k}(\widetilde{X}) \cong \operatorname{ker} j^{k} \oplus \operatorname{im} \gamma^{k}$ for $k=1,3,5$.
(2) $\operatorname{ker} j^{2} \cap \operatorname{im} \gamma^{2}=0$.

With the lemmas above the second term of the spectral sequences for the regular part and the links are given by

| $E_{2}^{r, s}\left(X_{\text {reg }}\right)$ |  |  |
| :---: | :---: | :---: |
| $s=6$ | ker $\gamma^{6}$ | 0 |
| $s=5$ | 0 | coker $\gamma^{5}$ |
| $s=4$ | ker $\gamma^{4}$ | coker $\gamma^{4}$ |
| $s=3$ | 0 | coker $\gamma^{3}$ |
| $s=2$ | 0 | coker $\gamma^{2}$ |
| $s=1$ | 0 | coker $\gamma^{1}$ |
| $s=0$ | 0 | $H^{0}(\widetilde{X})$ |
|  | $r=-1$ | $r=0$ |


| $E_{2}^{r, s}(L)$ |  |  |
| :---: | :---: | :---: |
| $s=6$ | $H^{4}(D)$ | 0 |
| $s=5$ | 0 | 0 |
| $s=4$ | $\operatorname{ker} j_{\sharp}^{4}$ | 0 |
| $s=3$ | 0 | 0 |
| $s=2$ | 0 | $\operatorname{coker} j_{\sharp}^{2}$ |
| $s=1$ | 0 | 0 |
| $s=0$ | 0 | $H^{0}(D)$ |
|  | $r=-1$ | $r=0$ |

The computation of the cohomology of the intersection spaces involves a choice of complementary subspace $\mathrm{C}_{\bar{p}}$, we detail here the choices we make.

- For the perversity $\overline{1}$, the map $j_{\sharp}^{2}$ is injective by Lemma 6.0.2, we then have $\mathrm{C}_{\overline{1}}=H^{0}(D)$ and coker $\gamma_{\mid \mathrm{C}_{\overline{1}}}^{2}=\operatorname{coker} \gamma^{2}$.
- For the perversity $\overline{2}$, the map $j_{\sharp}^{3}$ is an isomorphism by Lemma 6.0.3, we then also have $\mathrm{C}_{\overline{2}}=H^{1}(D)$ and coker $\gamma_{\mid \mathrm{C}_{\overline{2}}}^{3}=\operatorname{coker} \gamma^{3}$.
- For the perversity $\overline{3}$, there is no assumption on $j_{\sharp}^{4}$ and we chose a complementary subspace of $\operatorname{ker} j_{\sharp}^{4}$ which we denote by $\mathrm{C}_{\overline{3}}$.
- For the perversity $\overline{4}$, the map $j_{\sharp}^{5}$ is an isomorphism by Lemma 6.0.3, we then also have $\mathrm{C}_{\overline{4}}=H^{3}(D)$ and coker $\gamma_{\mid \mathrm{C}_{\overline{4}}}^{5}=\operatorname{coker} \gamma^{5}$.
Since the links of the singularities are simply connected five dimensional manifolds, by definition of the intersection spaces we have $I^{\overline{0}} X \simeq I^{\overline{1}} X$ and $I^{\overline{3}} X \simeq I^{\overline{4}} X$. Thus the second terms of the corresponding spectral sequences must be isomorphic, for now the corresponding second term for the associated spectral sequences are the following.

|  | $E I_{2, \overline{0}}^{r, s}(X)$ |  |  | $E I_{2, \overline{1}}^{r, s}(X)$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $s=6$ | $\operatorname{ker} \gamma^{6}$ | 0 | 0 | $\operatorname{ker} \gamma^{6}$ | 0 | 0 |  |
| $s=5$ | 0 | coker $\gamma^{5}$ | 0 | 0 | $\operatorname{coker} \gamma^{5}$ | 0 |  |
| $s=4$ | $\operatorname{ker} \gamma^{4}$ | coker $\gamma^{4}$ | 0 | $\operatorname{ker} \gamma^{4}$ | $\operatorname{coker} \gamma^{4}$ | 0 |  |
| $s=3$ | 0 | $\operatorname{coker} \gamma^{3}$ | 0 | 0 | $\operatorname{coker} \gamma^{3}$ | 0 |  |
| $s=2$ | 0 | $\operatorname{coker} \gamma^{2}$ | 0 | 0 | $\operatorname{coker} \gamma^{2}$ | 0 |  |
| $s=1$ | 0 | $\operatorname{coker} \gamma^{1}$ | 0 | 0 | $\operatorname{ker} j^{1}$ | 0 |  |
| $s=0$ | 0 | $H^{0}(\widetilde{X})$ | 0 | 0 | $H^{0}(\widetilde{X})$ | 0 |  |
|  | $r=-1$ | $r=0$ | $r=1$ | $r=1$ | $r=0$ | $r=1$ |  |


|  | $E I_{2, \overline{3}}^{r, s}(X)$ |  |  | $E I_{2, \overline{4}}^{r, s}(X)$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $s=6$ | $\operatorname{ker} \gamma^{6}$ | 0 | 0 | $\operatorname{ker} \gamma^{6}$ | 0 | 0 |
| $s=5$ | 0 | $\operatorname{coker} \gamma^{5}$ | 0 | 0 | $\operatorname{coker} \gamma^{5}$ | 0 |
| $s=4$ | 0 | $\operatorname{coker} \gamma_{\mid \mathrm{C}_{\overline{3}}}^{4}$ | 0 | 0 | $\operatorname{ker} j^{4}$ | 0 |
| $s=3$ | 0 | $\operatorname{ker} j^{3}$ | 0 | 0 | $\operatorname{ker} j^{3}$ | 0 |
| $s=2$ | 0 | $\operatorname{ker} j^{2}$ | $\operatorname{coker} j^{2}$ | 0 | $\operatorname{ker} j^{2}$ | $\operatorname{coker} j^{2}$ |
| $s=1$ | 0 | $\operatorname{ker} j^{1}$ | 0 | 0 | $\operatorname{ker} j^{1}$ | 0 |
| $s=0$ | 0 | $H^{0}(\widetilde{X})$ | 0 | 0 | $H^{0}(\widetilde{X})$ | 0 |
|  | $r=-1$ | $r=0$ | $r=1$ | $r=1$ | $r=0$ | $r=1$ |

We then need to show that $E I_{2, \overline{0}}^{r, s}(X) \cong E I_{2, \overline{1}}^{r, s}(X)$ and $E I_{2, \overline{3}}^{r, s}(X) \cong E I_{2, \overline{4}}^{r, s}(X)$. The first isomorphism is given by the isomorphism

$$
H^{1}(\widetilde{X}) \cong \operatorname{ker} j^{1} \oplus \operatorname{im} \gamma^{1}
$$

from the Lemma 6.0.4, we then have coker $\gamma^{1} \cong \operatorname{ker} j^{1}$.
For the second isomorphism we need to show that

$$
\operatorname{coker} \gamma_{\mid \mathrm{C}_{\overline{3}}}^{4} \cong \operatorname{ker} j^{4}
$$

Which is given by the following lemma.
Lemma 6.0.5. We have the following isomorphism.

$$
H^{4}(\widetilde{X}) \cong \operatorname{ker} j^{4} \oplus \operatorname{im} \gamma_{\mid \mathrm{C}_{\overline{3}}}^{4}
$$

Proof. Denote by $\left(\operatorname{ker} j^{4}\right)^{\perp}$ a complementary subspace of ker $j^{4} \subset H^{4}(\widetilde{X})$. The maps $j_{\sharp}^{4}$ and $j^{4}$ are surjective by Lemma 6.0.2. We then have the following commutative diagram.

$$
H^{2}(D) \cong \operatorname{ker} j_{\sharp}^{4} \underbrace{\oplus \mathrm{C}_{\overline{3}} \xrightarrow{\gamma^{4}} H^{4}(\widetilde{X}) \cong \operatorname{ker} j^{4} \oplus\left(\operatorname{ker} j^{4}\right)^{\perp}} \underset{j_{\sharp}^{4}}{j^{4}}
$$

By definition of $\mathrm{C}_{\overline{3}}$ we have $\gamma_{\mid}^{4}: \mathrm{C}_{\overline{3}} \rightarrow\left(\operatorname{ker} j^{4}\right)^{\perp}$. The commutative diagram restricts then to the following commutative diagram where the restrictions $j_{\sharp \|}^{4}$ and $j_{\mid}^{4}$ are isomorphisms. Which finishes the proof.


The second terms of the spectral sequences of $E I_{2, \bar{p}}^{r, s}(X)$ for $\bar{p} \in\{\overline{0}, \overline{2}, \overline{4}\}$ are finally the following ones.

|  | $E I_{2, \overline{0}}^{r, s}(X)$ |  |  | $E I_{2, \overline{2}}^{r, s}(X)$ |  |  |  | $E I_{2, \overline{4}}^{r, s}(X)$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $s=6$ | $\operatorname{ker} \gamma^{6}$ | 0 | 0 | $\operatorname{ker} \gamma^{6}$ | 0 | 0 | $\operatorname{ker} \gamma^{6}$ | 0 | 0 |  |  |
| $s=5$ | 0 | $\operatorname{coker} \gamma^{5}$ | 0 | 0 | $\operatorname{coker} \gamma^{5}$ | 0 | 0 | $\operatorname{coker} \gamma^{5}$ | 0 |  |  |
| $s=4$ | $\operatorname{ker} \gamma^{4}$ | $\operatorname{coker} \gamma^{4}$ | 0 | $\operatorname{ker} \gamma^{4}$ | $\operatorname{coker} \gamma^{4}$ | 0 | 0 | $\operatorname{ker} j^{4}$ | 0 |  |  |
| $s=3$ | 0 | $\operatorname{coker} \gamma^{3}$ | 0 | 0 | $\operatorname{coker} \gamma^{3}$ | 0 | 0 | $\operatorname{ker} j^{3}$ | 0 |  |  |
| $s=2$ | 0 | $\operatorname{coker} \gamma^{2}$ | 0 | 0 | $\operatorname{ker} j^{2}$ | $\operatorname{coker} j^{2}$ | 0 | $\operatorname{ker} j^{2}$ | $\operatorname{coker} j^{2}$ |  |  |
| $s=1$ | 0 | $\operatorname{coker} \gamma^{1}$ | 0 | 0 | $\operatorname{ker} j^{1}$ | 0 | 0 | $\operatorname{ker} j^{1}$ | 0 |  |  |
| $s=0$ | 0 | $H^{0}(\widetilde{X})$ | 0 | 0 | $H^{0}(\widetilde{X})$ | 0 | 0 | $H^{0}(\widetilde{X})$ | 0 |  |  |
|  | $r=-1$ | $r=0$ | $r=1$ | $r=-1$ | $r=0$ | $r=1$ | $r=-1$ | $r=0$ | $r=1$ |  |  |

For the infinite perversity, which gives back the cohomology of the normalization $\bar{X}$ of $X$ we have the following result.

|  | $E I_{2, \bar{\infty}}^{r, s}(X)$ |  |  |
| :---: | :---: | :---: | :---: |
| $s=6$ | 0 | $H^{6}(\widetilde{X})$ | 0 |
| $s=5$ | 0 | $\operatorname{ker} j^{5}$ | 0 |
| $s=4$ | 0 | $\operatorname{ker} j^{4}$ | 0 |
| $s=3$ | 0 | $\operatorname{ker} j^{3}$ | 0 |
| $s=2$ | 0 | $\operatorname{ker} j^{2}$ | $\operatorname{coker} j^{2}$ |
| $s=1$ | 0 | $\operatorname{ker} j^{1}$ | 0 |
| $s=0$ | 0 | $H^{0}(\widetilde{X})$ | 0 |
|  | $r=-1$ | $r=0$ | $r=1$ |

We are now ready to state the following theorem.
6.2. Statement and proof. In [7, Theorem E] it is proved that any nodal hypersurface $X$ in $\mathbf{C} P^{4}$ is GM-intersection-formal, meaning that their perverse rational models $I A_{\boldsymbol{\bullet}}(X)$ is quasiisomorphic to their intersection cohomology algebras $I H_{6}^{*}(X)$. This result is extended in [5, Theorem 4.5] to the case of complex projective varieties of dimension $n$ with only isolated singularities and $(n-2)$-connected links using mixed Hodge structures. We show, using the same ideas, that for $X$ a complex projective algebraic 3 -fold with isolated singularities and simply connected links, the intersection spaces are formal topological spaces.

Theorem 6.1. Let $X$ be a complex projective algebraic 3-fold with isolated singularities and denote by $\Sigma=\left\{\sigma_{1}, \ldots, \sigma_{\nu}\right\}$ the singular locus of $X$. Assume that there is a resolution of singularities $f: \widetilde{X} \rightarrow X$ such that the exceptional divisor $D:=f^{-1}(\Sigma)$ is smooth and the link $L_{i}$ of $\sigma_{i}$ in $X$, for all $\sigma_{i} \in \Sigma$, is simply connected. Then $I^{\bar{\bullet}} X$ is $(\overline{2}, \infty)$-formal over $\mathbf{C}$. Moreover, if $\Sigma=\{\sigma\}$ is given by a unique normal isolated singularity, then $I^{\bar{\phi}} X$ is $(\overline{0}, \infty)$-formal over $\mathbf{C}$.

By Theorem 5.1 there is a string of quasi-isomorphisms of coperverse cdga's from $A I_{\mathbf{\bullet}}(X) \otimes \mathbf{C}$ to $E I_{1, \boldsymbol{\bullet}}(X) \otimes \mathbf{C}$. Moreover we have $E I_{2, \boldsymbol{\bullet}}^{*, *}(X) \cong H I_{\stackrel{\bullet}{*}}^{*}(X)$. We follow this pattern
(1) We define a bigraded differential algebra $\left(F I_{\bar{p}}^{r, s}(X), \partial_{\bar{p}}^{r, s}\right)$ step by step for the perversities $\bar{\infty}, \overline{4}, \overline{2}$ and $\overline{0}$.

- When needed, we then define the poset $\operatorname{map} \varphi_{\bar{p}, \bar{q}}: F I_{\bar{p}}^{r, s}(X) \rightarrow F I_{\bar{q}}^{r, s}(X)$ and show its compatibility with the product and the differential.
(2) We define the quasi-isomorphisms

$$
\left(E I_{1, \bar{p}}^{r, s}(X), d_{\bar{p}}^{r, s}\right) \stackrel{\psi_{\bar{p}}^{r, s}}{\stackrel{r}{\Gamma}}\left(F I_{\bar{p}}^{r, s}(X), \partial_{\bar{p}}^{r, s}\right) \xrightarrow{\phi_{\bar{p}}^{r, s}}\left(E I_{2, \bar{p}}^{r, s}(X), 0\right)
$$

and check their compatibility with the products and differentials.

- When needed, we then check the compatibility of the maps $\psi_{\cdot}^{*, *}$ and $\phi_{\cdot}^{*, *}$ with the poset $\operatorname{map} \varphi_{\bar{p}, \bar{q}}: F I_{\bar{p}}^{r, s}(X) \rightarrow F I_{\bar{q}}^{r, s}(X)$.
6.2.1. The infinite perversity. We start with the infinite perversity $\bar{\infty}$. By definition we have

$$
H I_{\infty}^{*}(X)=H^{*}(\bar{X})
$$

We define the bigraded differential algebra $\left(F I_{\frac{r, s}{\infty}}(X), \partial_{\bar{\infty}, s}^{\infty}\right)$ as follows.

| $s=6$ | 0 | $H^{6}(\widetilde{X})$ | 0 |
| :---: | :---: | :---: | :---: |
| $s=5$ | 0 | $\operatorname{ker} j^{5}$ | 0 |
| $s=4$ | 0 | $\operatorname{ker} j^{4}$ | 0 |
| $s=3$ | 0 | $\operatorname{ker} j^{3}$ | 0 |
| $s=2$ | 0 | $\operatorname{ker} j^{2}$ | $\left(\operatorname{ker} \gamma^{4}\right)^{\vee} \otimes d t$ |
| $s=1$ | 0 | $\operatorname{ker} j^{1}$ | 0 |
| $s=0$ | 0 | $H^{0}(\widetilde{X})$ | 0 |
| $F I_{\frac{r, s}{\infty}}(X)$ | $r=-1$ | $r=0$ | $r=1$ |

There are no non-trivial differentials and the algebra structure is concentrated on the column $r=0$ with $F I_{\frac{0, s}{\infty}}^{(X) \times F I_{\infty}^{0, s^{\prime}}}(X) \rightarrow F I_{{\underset{\infty}{\infty}}_{0, s+s^{\prime}}}(X)$. Let's define the map

$$
\psi_{\bar{\infty}}^{*, *}: F I_{\bar{\infty}}^{*, *}(X) \rightarrow E I_{1, \bar{\infty}}^{*, *}(X)
$$

Recall that the spectral sequence for the infinite perversity is given by the following array.

| $1 \leq s$ | $H^{s-2}(D) \otimes \mathbf{Q}[t] t$ | $\rightarrow$ | $\mathcal{I}_{1}^{s} \oplus H^{s-2}(D) \otimes \mathbf{Q}[t] d t$ | $\rightarrow$ |
| :---: | :---: | :---: | :---: | :---: |
| $H^{s}(D) \otimes \mathbf{Q}[t] d t$ |  |  |  |  |
| $s=0$ | 0 | $\mathcal{I}_{0}^{0}$ | $\rightarrow$ | $H^{0}(D) \otimes \mathbf{Q}[t] d t$ |
| $E I_{1, \bar{\infty}}^{r, s}(X)$ | $r=-1$ | $r=0$ | $r=1$ |  |

For $r=0$, the map $\psi \frac{0, s}{\infty}$ is defined to be

$$
\psi_{\infty}^{0, s}(x):=\left(x, j^{s}(x)\right) \in \mathcal{I}_{k}^{s} .
$$

By Lemma 6.0.1 we have $\left(\operatorname{ker} \gamma^{4}\right)^{\vee} \cong \operatorname{coker} j^{2} \subset H^{2}(D)$, we then define $\psi_{\frac{1,2}{\infty}}$ to be the injective map

$$
\psi_{\bar{\infty}}^{1,2}:\left(\operatorname{ker} \gamma^{4}\right)^{\vee} \otimes d t \longrightarrow E I_{1, \infty}^{1,2}(X)=H^{2}(D) \otimes \mathbf{Q}[t] d t
$$

Concerning the map $\phi_{\frac{*, *}{\infty}:}^{*^{\prime}}: I_{\frac{\alpha, *}{\infty}}^{*,}(X) \rightarrow E I_{2, \infty}^{*, *}(X), \phi \frac{0, s}{\infty}$ is the identity. For $r=1, \phi \frac{1, s}{\infty}$ is completely determined by the isomorphism $\left(\operatorname{ker} \gamma^{4}\right)^{\vee} \cong \operatorname{coker} j^{2} \subset H^{2}(D)$.

We then have a quasi-isomorphism of algebras

$$
\left(E I_{1, \bar{\infty}}^{r, s}(X), d_{\bar{\infty}}^{r, s}\right) \stackrel{\psi_{\infty}^{r, s}}{\rightleftarrows}\left(F I_{\frac{r, s}{\infty}}^{r, s}(X), \partial_{\infty}^{r, s}\right) \xrightarrow{\phi_{\infty}^{r, s}}\left(E I_{2, \bar{\infty}}^{r, s}(X), 0\right) .
$$

6.2.2. The top perversity. For the top perversity $\bar{t}=\overline{4}$, we define the bigraded differential algebra $\left(F I_{\overline{4}}^{r, s}(X), \partial_{\overline{4}}^{r, s}\right)$ as follows.

| $s=6$ | $H^{4}(D) \oplus H^{4}(D) \otimes t$ | $H^{6}(\widetilde{X}) \oplus H^{4}(D) \otimes d t$ | 0 |
| :---: | :---: | :---: | :---: |
| $s=5$ | 0 | $\operatorname{ker} j^{5}$ | 0 |
| $s=4$ | 0 | $\operatorname{ker} j^{4}$ | 0 |
| $s=3$ | 0 | $\operatorname{ker} j^{3}$ | 0 |
| $s=2$ | 0 | $\operatorname{ker} j^{2}$ | $\left(\operatorname{ker} \gamma^{4}\right)^{\vee} \otimes d t$ |
| $s=1$ | 0 | $\operatorname{ker} j^{1}$ | 0 |
| $s=0$ | 0 | $H^{0}(\widetilde{X})$ | 0 |
| $F I_{\overline{4}}^{r, s}(X)$ | $r=-1$ | $r=0$ | $r=1$ |

Compared to the infinite perversity, changes appear in bidegrees $(-1,6)$ and $(0,6)$ where we add $H^{4}(D) \otimes t$, respectively $H^{4}(D) \otimes d t$. The only non-trivial differential is

$$
\partial_{\overline{4}}^{-1,6}: H^{4}(D) \oplus H^{4}(D) \otimes t \longrightarrow H^{6}(\tilde{X}) \oplus H^{4}(D) \otimes d t
$$

given by

$$
\partial_{\overline{4}}^{-1,6}(x, y \otimes t)=\left(\gamma^{6}(x)+\gamma^{6}(y), y \otimes d t\right) .
$$

The algebra structure is defined by $F I_{\overline{4}}^{0, s}(X) \times F I_{\overline{4}}^{0, s^{\prime}}(X) \rightarrow F I_{\overline{4}}^{0, s+s^{\prime}}(X)$.
The map $\varphi_{\bar{\infty}, \overline{4}}: F I_{\infty}^{*, *}(X) \rightarrow F I_{\overline{4}}^{*, *}(X)$ is the canonical inclusion and is compatible the algebra structure.

Let's now define the map $\psi_{\overline{4}}^{*, *}: F I_{\overline{4}}^{*, *}(X) \rightarrow E I_{1, \overline{4}}^{*, *}(X)$. Recall that we have the following first term for the weight spectral sequence.

| $s \geq 5$ | $H^{s-2}(D) \otimes \mathbf{Q}[t]$ | $\rightarrow$ | $\mathcal{I}_{0}^{s} \oplus H^{s-2}(D) \otimes \mathbf{Q}[t] d t$ | $\rightarrow$ |
| :---: | :---: | :---: | :---: | :---: |
| $H^{s}(D) \otimes \mathbf{Q}[t] d t$ |  |  |  |  |
| $1 \leq s \leq 4$ | $H^{s-2}(D) \otimes \mathbf{Q}[t] t$ | $\rightarrow$ | $\mathcal{I}_{1}^{s} \oplus H^{s-2}(D) \otimes \mathbf{Q}[t] d t$ | $\rightarrow$ |
| $H^{s}(D) \otimes \mathbf{Q}[t] d t$ |  |  |  |  |
| $s=0$ | 0 | $\mathcal{I}_{0}^{0}$ | $\rightarrow$ | $H^{0}(D) \otimes \mathbf{Q}[t] d t$ |
| $E I_{1,4}^{r, s}(X)$ | $r=-1$ | $r=0$ | $r=1$ |  |

For $r=-1, \psi_{\overline{4}}^{-1, s}$ is defined to be the canonical inclusion.
For $r=0$, we extend the map $\psi_{\bar{\infty}}^{0, s}$ by defining

$$
\psi_{\overline{4}}^{0,6}: H^{4}(D) \otimes d t \hookrightarrow H^{4}(D) \otimes \mathbf{Q}[t] d t
$$

and $\psi_{\frac{0, s}{4}}^{0,}=\psi_{\frac{0, s}{\infty}}^{0}$ everywhere else.
For $r=1, \psi_{\overline{4}}^{1, s}=\psi_{\bar{\infty}}^{1, s}$.
By definition $\mathcal{I}_{k}^{s}, k \in\{0,1\}$, is the vector space given by the following pullback square.


We have $\mathcal{I}_{1}^{s} \subset \mathcal{I}_{0}^{s}$, the map $\psi_{\frac{0}{4}}^{0, s}(x):=\left(x, j^{s}(x)\right)$ is then compatible with the algebra structure of $F I_{\overline{4}}^{*, *}(X)$. The commutativity of the following diagrams

concludes that we have a quasi-isomorphism $\psi_{\overline{4}}^{*, *}: F I_{\overline{4}}^{*, *}(X) \rightarrow E I_{1, \overline{4}}^{*, *}(X)$.
We now detail the $\operatorname{map} \phi_{\overline{4}}^{*, *}: F I_{\overline{4}}^{*, *}(X) \rightarrow E I_{2, \overline{4}}^{*, *}(X)$.
For $r=-1, \phi_{\overline{4}}^{-1, s}$ is non-zero only for $s=6$ where it is defined by the projection

$$
H^{4}(D) \rightarrow \operatorname{ker} \gamma^{6}
$$

For $r=0, F I_{\overline{4}}^{0, s}(X)=\operatorname{ker} d_{\overline{4}}^{0, s}$ for $s \neq 5,6$. We define the map $\phi_{\overline{4}}^{0, s}$ to be the surjection

$$
\phi_{\overline{4}}^{0, s}: \operatorname{ker} d_{\overline{4}}^{0, s} \rightarrow E I_{2, \overline{4}}^{0, s}(X)
$$

for $s \in\{0, \ldots, 4\}$. For $s=5$, the isomorphism $\operatorname{ker} j^{5} \cong \operatorname{coker} \gamma^{5}=\operatorname{ker} d_{\overline{4}}^{0, s}$ defines $\phi_{\overline{4}}^{0,5}$. For $s=6$ we have $\phi_{\overline{4}}^{0,6}: H^{6}(\widetilde{X}) \oplus H^{4}(D) \otimes d t \rightarrow 0$.

For $r=1$, the assignation

$$
\left(\operatorname{ker} \gamma^{4}\right)^{\vee} \otimes d t \mapsto \operatorname{coker} j^{2}
$$

defines $\phi_{\overline{4}}^{1,2}$ and $\phi_{\overline{4}}^{1, s}$ is zero for any other $s$.
Since we have $\operatorname{ker} j^{s} \times \operatorname{ker} j^{s^{\prime}} \rightarrow \operatorname{ker} j^{s+s^{\prime}}$, the map $\phi_{\overline{4}}^{*, *}$ is compatible with the algebra structure of $F I_{\overline{4}}^{*, *}(X)$.

The $\operatorname{map} \phi_{\overline{4}}^{*, *}$ is also compatible with the non-zero differential of $F I_{\overline{4}}^{*, *}(X)$ since the following diagram is commutative.


We then have a quasi-isomorphism of algebras

$$
\left(E I_{1, \overline{4}}^{r, s}(X), d_{\overline{4}}^{r, s}\right) \stackrel{\psi_{\overline{4}}^{r, s}}{\leftrightarrows}\left(F I_{\overline{4}}^{r, s}(X), \partial_{\overline{4}}^{r, s}\right) \xrightarrow{\phi_{\overline{4}}^{r, s}}\left(E I_{2, \overline{4}}^{r, s}(X), 0\right) .
$$

6.2.3. The middle perversity. We define the bigraded differential algebra $\left(F I_{\overline{2}}^{r, s}(X), \partial_{\overline{2}}^{r, s}\right)$ as the sub-algebra of $\left(E I_{1, \overline{2}}(X), d_{\overline{2}}^{r, s}\right)$ given as follows.

| $s=6$ | $H^{4}(D) \oplus H^{4}(D) \otimes t$ | $H^{6}(\widetilde{X}) \oplus H^{4}(D) \otimes d t$ | 0 |
| :---: | :---: | :---: | :---: |
| $s=5$ | 0 | $\operatorname{ker} j^{5}$ | 0 |
| $s=4$ | $H^{2}(D)$ | $H^{4}(\widetilde{X})$ | 0 |
| $s=3$ | 0 | $\operatorname{ker} j^{3}$ | 0 |
| $s=2$ | 0 | $\operatorname{ker} j^{2}$ | $\left(\operatorname{ker} \gamma^{4}\right)^{\vee} \otimes d t$ |
| $s=1$ | 0 | $\operatorname{ker} j^{1}$ | 0 |
| $s=0$ | 0 | $H^{0}(\widetilde{X})$ | 0 |
| $F I_{\overline{2}}^{r, s}(X)$ | $r=-1$ | $r=0$ | $r=1$ |

Compared to $F I_{\overline{4}}^{*, *}(X)$, we added $H^{2}(D)$ in bidegree $(-1,4)$ and replaced ker $j^{4}$ by $H^{4}(\widetilde{X})$ in bidegree $(0,4)$, both are related by a new non-trivial differential $\partial_{\overline{2}}^{-1,4}=\gamma^{4}$.

Besides the algebra structure on the column $r=0$

$$
F I_{\overline{2}}^{0, s}(X) \times F I_{\overline{2}}^{0, s^{\prime}}(X) \rightarrow F I_{\overline{2}}^{0, s+s^{\prime}}(X)
$$

there is a non-trivial product $F I_{\overline{2}}^{-1,4}(X) \times F I_{\overline{2}}^{1,2}(X) \rightarrow F I_{\overline{2}}^{0,6}(X)$, since

$$
\left(\operatorname{ker} \gamma^{4}\right)^{\vee} \cong \operatorname{coker} j^{2} \subset H^{2}(D)
$$

it is given by

$$
H^{2}(D) \times\left(\operatorname{ker} \gamma^{4}\right)^{\vee} \otimes d t \longrightarrow H^{4}(D) \otimes d t
$$

The map $\varphi_{\overline{4}, \overline{2}}: F I_{\overline{4}}^{*, *}(X) \rightarrow F I_{\overline{2}}^{*, *}(X)$ is then the canonical inclusion, which is clearly compatible with the differential and the algebra structure.

Let's construct $\psi_{\overline{2}}^{*, *}: F I_{\overline{2}}^{*, *}(X) \rightarrow E I_{1, \overline{2}}^{*, *}(X)$. We recall that $\left(E I_{1, \overline{2}}(X), d_{\overline{2}}^{r, s}\right)$ is given by the following array.

| $s \geq 3$ | $H^{s-2}(D) \otimes \mathbf{Q}[t]$ | $\rightarrow$ | $\mathcal{I}_{0}^{s} \oplus H^{s-2}(D) \otimes \mathbf{Q}[t] d t$ | $\rightarrow$ |
| :---: | :---: | :---: | :---: | :---: |
| $H^{s}(D) \otimes \mathbf{Q}[t] d t$ |  |  |  |  |
| $1 \leq s \leq 2$ | $H^{s-2}(D) \otimes \mathbf{Q}[t] t$ | $\rightarrow$ | $\mathcal{I}_{1}^{s} \oplus H^{s-2}(D) \otimes \mathbf{Q}[t] d t$ | $\rightarrow$ |
| $H^{s}(D) \otimes \mathbf{Q}[t] d t$ |  |  |  |  |
| $s=0$ | 0 | $\mathcal{I}_{0}^{0}$ | $\rightarrow$ | $H^{0}(D) \otimes \mathbf{Q}[t] d t$ |
| $E I_{1, \overline{2}}^{r, s}(X)$ | $r=-1$ | $r=0$ | $r=1$ |  |

We extend $\psi_{\overline{4}}^{*, *}$, meaning that $\psi_{\overline{2}}^{-1, s}$ is the inclusion, $\psi_{\overline{2}}^{0, s}(x)=\left(x, j^{s}(x)\right)$ and $\psi_{\overline{2}}^{1, s}=\psi_{\overline{4}}^{1, s}$. The algebra structure is preserved by $\psi_{\overline{2}}^{0, s}$ and the following diagram commutes


The rest being the same as for the top perversity, we have a quasi-isomorphism

$$
\psi_{\overline{2}}^{*, *}: F I_{\overline{2}}^{*, *}(X) \longrightarrow E I_{1, \overline{2}}^{*, *}(X)
$$

We now construct $\phi_{\overline{2}}^{*, *}: F I_{\overline{2}}^{*, *}(X) \rightarrow E I_{2,2}^{*, *}(X)$.
First of all nothing changes for $r=1$ and $\phi_{\overline{2}}^{1, s}=\phi_{\overline{4}}^{1, s}$.
For $r=-1, \phi_{\overline{2}}^{-1, s}$ is non-zero only for $s=4,6$ where it is defined by $\phi_{\overline{2}}^{-1,6}=\phi_{\overline{4}}^{-1,6}$ and $\phi_{\overline{2}}^{-1,4}$ is the projection $H^{2}(D) \rightarrow \operatorname{ker} \gamma^{4}$.

For $r=0$, since $F I_{\overline{2}}^{0, s}(X)=\operatorname{ker} d_{\overline{2}}^{0, s}$ for all $s \neq 3,5$, we define the map $\phi_{\overline{2}}^{0, s}$ to be the surjection $\phi_{\overline{2}}^{0, s}: \operatorname{ker} d_{\overline{2}}^{0, s} \rightarrow E I_{2, \overline{2}}^{0, s}(X)$. For $s=3,5$, by Lemma 6.0.4 we have $\operatorname{ker} j^{s} \cong \operatorname{coker} \gamma^{s}$, this isomorphism defines $\phi_{\overline{2}}^{0, s}$.

For $s=4,6$, the following diagram commutes


So $\phi_{\overline{2}}^{*, *}$ is compatible with the differential and with the algebra structure of $F I_{\overline{2}}^{*, *}(X)$ by the commutativity of the following diagrams.


We then have a quasi-isomorphism of algebras

$$
\left(E I_{1, \overline{2}}^{r, s}(X), d_{\overline{2}}^{r, s}\right) \stackrel{\psi_{\frac{2}{2}}^{r, s}}{\leftarrow}\left(F I_{\overline{2}}^{r, s}(X), \partial_{\overline{2}}^{r, s}\right) \xrightarrow{\phi_{\overline{2}}^{r, s}}\left(E I_{2, \overline{2}}^{r, s}(X), 0\right) .
$$

We now check the commutativity of the following diagram


The only differences between $E I_{i, \overline{4}}^{r, s}(X)$ and $E I_{i, \overline{2}}^{r, s}(X), i=1,2$, arise for $s=3,4$. We then only check these cases.

The only square that does not trivially commutes for $s=3$ is the following


The left hand square commutes because $\operatorname{im} \psi_{\overline{4}}^{0,3} \subset \mathcal{I}_{1}^{3}$, im $\psi_{\overline{2}}^{0,3} \subset \mathcal{I}_{0}^{3}$ and the fact that $\mathcal{I}_{1}^{3} \subset \mathcal{I}_{0}^{3}$. The right hand square commutes because of the isomorphism ker $j^{3} \cong$ coker $\gamma^{3}$.

For $s=4$, the only square that does not trivially commutes is the following

$$
\begin{aligned}
& \begin{array}{l}
E I_{1}\left(\varphi_{\overline{4}, \overline{2})} \rrbracket_{\mathcal{I}_{0}^{2}} \int_{\varphi_{\overline{4}, \overline{2}}} H^{4}(\widetilde{X}) \xrightarrow[\phi_{\overline{2}}^{0,4}]{\longrightarrow} \operatorname{coker} \gamma^{4}\right.
\end{array}
\end{aligned}
$$

The left hand square commutes for the same reason that for $s=3$. We then consider the right hand square. By Lemma 6.0 .5 we have $H^{4}(\widetilde{X}) \cong \operatorname{ker} j^{4} \oplus \operatorname{im} \gamma_{\mid \mathrm{C}_{\overline{3}}}^{4}$, moreover we have $\operatorname{im} \gamma_{\mid \mathrm{C}_{\overline{3}}}^{4} \subset \operatorname{im} \gamma^{4}$, this implies that

$$
\operatorname{ker} j^{4} \cap \operatorname{im} \gamma^{4} \neq\{0\}
$$

We may then find a direct sum decomposition

$$
\operatorname{ker} j^{4}=\left(\operatorname{ker} j^{4} \cap \operatorname{im} \gamma^{4}\right) \oplus C
$$

and defines a map $\operatorname{ker} j^{4} \rightarrow C$ by projection on the second summand. We then have

$$
H^{4}(\widetilde{X}) \cong\left(\operatorname{ker} j^{4} \cap \operatorname{im} \gamma^{4}\right) \oplus C \oplus \operatorname{im} \gamma_{\mid \mathrm{C}_{\overline{3}}}^{4}
$$

the maps $E I_{2}\left(\varphi_{\overline{4}, \overline{2}}\right)$ and $\phi_{\overline{2}}^{0,4}$ then send the summand $\left(\operatorname{ker} j^{4} \cap \operatorname{im} \gamma^{4}\right) \oplus \operatorname{im} \gamma_{\mid \mathrm{C}_{\overline{3}}}^{4}$ to zero and $C$ to its class in coker $\gamma^{4}$. Which makes the right hand square commute.
6.2.4. The zero perversity. We finish with the zero perversity, which is special in the sense that there are two cases whether or not $X$ has more than one isolated singularity. Suppose that $X$ has only one normal isolated singularity. Then $\operatorname{ker} \gamma^{6}=0$ and the $E I_{2}$-term of the weight spectral sequence is

|  | $E I_{2, \overline{0}}^{r, s}(X)$ |  |  |
| :---: | :---: | :---: | :---: |
| $s=6$ | 0 | 0 | 0 |
| $s=5$ | 0 | coker $\gamma^{5}$ | 0 |
| $s=4$ | ker $\gamma^{4}$ | coker $\gamma^{4}$ | 0 |
| $s=3$ | 0 | coker $\gamma^{3}$ | 0 |
| $s=2$ | 0 | coker $\gamma^{2}$ | 0 |
| $s=1$ | 0 | coker $\gamma^{1}$ | 0 |
| $s=0$ | 0 | $H^{0}(\widetilde{X})$ | 0 |
|  | $r=-1$ | $r=0$ | $r=1$ |

We define the bigraded differential algebra $\left(F I_{\overline{0}}^{r, s}(X), \partial_{\overline{0}}^{r, s}\right)$ as the sub-algebra of $\left(E I_{1, \overline{0}}(X), d_{\overline{0}}^{r, s}\right)$ given by

| $s=6$ | $H^{4}(D) \oplus H^{4}(D) \otimes t$ | $H^{6}(\widetilde{X}) \oplus H^{4}(D) \otimes d t$ | 0 |
| :---: | :---: | :---: | :---: |
| $s=5$ | 0 | $\operatorname{ker} j^{5}$ | 0 |
| $s=4$ | $H^{2}(D)$ | $H^{4}(\widetilde{X})$ | 0 |
| $s=3$ | 0 | $\operatorname{ker} j^{3}$ | 0 |
| $s=2$ | 0 | $\left(\operatorname{ker} j^{4}\right)^{\vee} \oplus\left(\operatorname{ker} \gamma^{4}\right)^{\vee} \otimes t$ | $\left(\operatorname{ker} \gamma^{4}\right)^{\vee} \otimes d t$ |
| $s=1$ | 0 | $\operatorname{ker} j^{1}$ | 0 |
| $s=0$ | 0 | $H^{0}(\widetilde{X})$ | 0 |
| $F I_{\overline{0}}^{r, s}(X)$ | $r=-1$ | $r=0$ | $r=1$ |

Compared to $F I_{\overline{2}}^{*, *}(X)$, we added $\left(\operatorname{ker} \gamma^{4}\right)^{\vee} \otimes t$ and replaced ker $j^{2}$ by $\left(\operatorname{ker} j^{4}\right)^{\vee}$ in bidegree $(0,2)$. There is also a new differential

$$
\partial_{\overline{0}}^{0,2}:\left(\operatorname{ker} \gamma^{4}\right)^{\vee} \otimes t \rightarrow\left(\operatorname{ker} \gamma^{4}\right)^{\vee} \otimes d t
$$

which is differentiation with respect to $t$.
The algebra structure for $r=0$ is defined by

$$
\begin{cases}\left(\left(\operatorname{ker} \gamma^{4}\right)^{\vee} \otimes t\right) \times F I_{\overline{0}}^{0, s}(X) \longrightarrow 0 & \forall s \\ F I_{\overline{0}}^{0, s}(X) \times F I_{\overline{0}}^{0, s^{\prime}}(X) \longrightarrow F I_{\overline{0}}^{0, s+s^{\prime}}(X) & \text { otherwise }\end{cases}
$$

We still also have the product

$$
H^{2}(D) \times\left(\operatorname{ker} \gamma^{4}\right)^{\vee} \otimes d t \longrightarrow H^{4}(D) \otimes d t
$$

We now define $\varphi_{\overline{2}, \overline{0}}: F I_{\overline{2}}^{*, *}(X) \rightarrow F I_{\overline{0}}^{*, *}(X)$. For $s \geq 3$, there are no changes and $\varphi_{\overline{2}, \overline{0}}$ is the identity, same if $s=0,1$. For $s=2$, by Lemma 6.0 .4 we have $\operatorname{ker} j^{2} \cap \operatorname{im} \gamma^{2}=0$ so we have the inclusion $\operatorname{ker} j^{2} \rightarrow\left(\operatorname{ker} j^{4}\right)^{\vee}$. The map $\varphi_{\overline{2}, \overline{0}}$ is then an inclusion and is compatible with the differential and the algebra structure.

We now construct $\psi_{\overline{0}}^{*, *}: F I_{\overline{0}}^{*, *}(X) \rightarrow E I_{1, \overline{0}}^{*, *}(X)$. Recall that $\left(E I_{1, \overline{0}}(X), d_{\overline{0}}^{r, s}\right)$ is given by the following array.

| $s \geq 1$ | $H^{s-2}(D) \otimes \mathbf{Q}[t]$ | $\rightarrow$ | $\mathcal{I}_{0}^{s} \oplus H^{s-2}(D) \otimes \mathbf{Q}[t] d t$ | $\rightarrow$ |
| :---: | :---: | :---: | :---: | :---: |
|  | $H^{s}(D) \otimes \mathbf{Q}[t] d t$ |  |  |  |
| $s=0$ | 0 | $\mathcal{I}_{0}^{0}$ | $\rightarrow$ | $H^{0}(D) \otimes \mathbf{Q}[t] d t$ |
| $E I_{1, \overline{0}}^{r, s}(X)$ | $r=-1$ | $r=0$ | $r=1$ |  |

Since we have $\left(\operatorname{ker} j^{4}\right)^{\vee} \oplus\left(\operatorname{ker} \gamma^{4}\right)^{\vee} \otimes t \subset \mathcal{I}_{0}^{2}$ there is no difference between $\psi_{\overline{0}}^{*, *}$ and $\psi_{\overline{2}}^{*, *}$ and the definition is the same. We then have a quasi-isomorphism

$$
\psi_{\overline{0}}^{*, *}: F I_{\overline{0}}^{*, *}(X) \rightarrow E I_{1, \overline{0}}^{*, *}(X) .
$$

We define $\phi_{\overline{0}}^{*, *}: F I_{\overline{0}}^{*, *}(X) \rightarrow E I_{2, \overline{0}}^{*, *}(X)$, for $s \geq 3$ there is no difference with the middle perversity. If $s=2$ then we define $\phi_{\overline{0}}^{0,2}$ by $\left(\operatorname{ker} j^{4}\right)^{\vee} \mapsto \operatorname{coker} \gamma^{2}$ and $\left(\operatorname{ker} \gamma^{4}\right)^{\vee} \mapsto 0$, we then have the following commutative diagram.


If $s=1$, the isomorphism ker $j^{1} \cong \operatorname{coker} \gamma^{1}$ defines $\phi_{\overline{0}}^{0,1}$.
We then have a quasi-isomorphism of algebras

$$
\left(E I_{1, \overline{0}}^{r, s}(X), d_{\overline{0}}^{r, s}\right) \stackrel{\psi_{\overline{0}}^{r, s}}{\leftarrow}\left(F I_{\overline{0}}^{r, s}(X), \partial_{\overline{0}}^{r, s}\right) \xrightarrow{\phi_{\overline{0}}^{r, s}}\left(E I_{2, \overline{0}}^{r, s}(X), 0\right) .
$$

We now check the commutativity of the following diagram


The only differences between $E I_{i, \overline{2}}^{r, s}(X)$ and $E I_{i, \overline{0}}^{r, s}(X), i=1,2$, arise for $s=1,2$. We then only check these cases. For $s=1$, there is nothing to check and everything commutes. For $s=2$, the only thing to check is the commutativity of the square


Which is clear by the previous computations.

We then define the coperverse cdga $F I_{\stackrel{\bullet}{*}, *}^{*}(X)$ to be

$$
F I_{\stackrel{\bullet}{*}, *}^{*, *}(X)= \begin{cases}F I_{\stackrel{\infty}{*}, *}^{*}(X) & \bar{p}=\infty, \\ F I_{4}^{*, *}(X) & \bar{p} \in\{\overline{3}, \overline{4}\}, \\ F I_{2}^{*, *}(X) & \bar{p}=\overline{2}, \\ F I_{\overline{0}}^{*, *}(X) & \bar{p} \in\{\overline{0}, \overline{1}\} .\end{cases}
$$

Then $I^{\boldsymbol{\bullet}} X$ is $(\overline{0}, \infty)$-formal.
If $X$ has more than one normal isolated singularity, then $\operatorname{ker} \gamma^{6} \neq 0$ and the $E I_{2}$-term of the spectral sequence has a non-trivial product outside of the column $r=0$ given by

$$
E I_{2, \overline{0}}^{0,2}(X) \times E I_{2, \overline{0}}^{-1,4}(X) \longrightarrow E I_{2, \overline{0}}^{-1,6}(X)
$$

with

$$
\text { coker } \gamma^{2} \times \operatorname{ker} \gamma^{4} \longrightarrow \operatorname{ker} \gamma^{6}
$$

This implies the following diagram does not commutes is $x \notin \operatorname{ker} \gamma^{4} \subset H^{2}(D)$. This gives an obstruction to the $(\overline{0}, \infty)$-formality.


Note that the same obstruction to the formality of the regular part $X_{r e g}$ exists in the intersection cohomology context in [5, Theorem 4.5].

## 7. Examples and Applications

We use the following convention in the rest of this section. When needed, we will denote by $\left\{1_{i}, E_{i}\right\}$ a basis of $H^{*}\left(\mathbf{C} P_{(i)}^{1}\right)$, we complete it into a basis $\left\{1_{i}, E_{i}, \mathcal{E}_{i}, \Lambda_{i}\right\}$ of $H^{*}\left(\mathbf{C} P_{(i)}^{1} \times \mathbf{C} P_{(i)}^{1}\right)$ with $\left|E_{i}\right|=\left|\mathcal{E}_{i}\right|=2,\left|\Lambda_{i}\right|=4$ and where $\mathcal{E}_{i} E_{i}=\Lambda_{i}$.

### 7.1. Projective cone over a K3 surface.

Definition 7.0.1. A $K 3$ surface $S$ is a simply connected compact smooth complex surface such that its canonical bundle $K_{S}$ is trivial.

Denote by $S$ a K3 surface, for example a nonsingular degree 4 hypersurface in $\mathbf{C} P^{3}$, such as the Fermat quartic

$$
S=\left\{\left[z_{0}: z_{1}: z_{2}: z_{3}\right] \in \mathbf{C} P^{3}: z_{0}^{4}+z_{1}^{4}+z_{2}^{4}+z_{3}^{4}=0\right\} .
$$

In fact every K3 surface over $\mathbf{C}$ is diffeomorphic to this example, see [19]. The Hodge diamond of a K3 surface is completely determined and is given by the following.


Which means that we have the following cohomology.

| $s$ | 0 | 1 | 2 | 3 | 4 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $H^{s}(S)$ | $\mathbf{Q}$ | 0 | $\mathbf{Q}^{22}$ | 0 | $\mathbf{Q}$ |

Denote by $\mathbb{P}_{\mathbf{C}} S \subset \mathbf{C} P^{4}$ the projective cone over the K3 surface. This is a simply connected hypersurface of complex dimension 3 with only one isolated singularity which is the cone point and defined by the same equation but in $\mathbf{C} P^{4}$

$$
\mathbb{P}_{\mathbf{C}} S=\left\{\left[z_{0}: z_{1}: z_{2}: z_{3}: z_{4}\right] \in \mathbf{C} P^{4}: z_{0}^{4}+z_{1}^{4}+z_{2}^{4}+z_{3}^{4}=0\right\}
$$

The cohomology of $\mathbb{P}_{\mathbf{C}} S$ is given by (see [12, p.169])

$$
H^{k}\left(\mathbb{P}_{\mathbf{C}} S\right)=H^{k-2}(S) \forall k \geq 2
$$

By Hironaka's Theorem on resolution of singularities there exists a cartesian diagram

where the exceptional divisor is the K3 surface $S$ and $\widetilde{P}$ is a smooth projective variety of complex dimension 3. We then have the following Mayer-Vietoris sequence

$$
\cdots \rightarrow H^{k}\left(\mathbb{P}_{\mathbf{C}} S\right) \rightarrow H^{k}(\widetilde{P}) \oplus H^{k}(*) \rightarrow H^{k}(S) \rightarrow \cdots
$$

which gives the following cohomology for $\widetilde{P}$.

| $s$ | 0 | 1 | 2 | 3 | 4 | 5 | 6 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $H^{s}(\widetilde{P})$ | $\mathbf{Q}$ | 0 | $\mathbf{Q} \oplus \mathbf{Q}^{22}$ | 0 | $\mathbf{Q} \oplus \mathbf{Q}^{22}$ | 0 | $\mathbf{Q}$ |

We compute the intersection space for the perversities $\{\overline{0}, \overline{1}, \overline{2}, \overline{3}, \overline{4}\}$.

First of all the intersection space for the zero perversity is by definition the regular part, which is computed by the following spectral sequence

| $E_{1}^{r, s}\left(\left(\mathbb{P}_{\mathbf{C}} S\right)_{\text {reg }}\right)$ |  |  | $E_{2}^{r, s}\left(\left(\mathbb{P}_{\mathbf{C}} S\right)_{\text {reg }}\right)$ |  |
| :---: | :---: | :---: | :---: | :---: |
| $s=6$ | $\mathbf{Q}$ | $\mathbf{Q}$ | 0 | 0 |
| $s=5$ | 0 | 0 | 0 | 0 |
| $s=4$ | $\mathbf{Q}^{22}$ | $\mathbf{Q} \oplus \mathbf{Q}^{22}$ | 0 | $\mathbf{Q}$ |
| $s=3$ | 0 | 0 | 0 | 0 |
| $s=2$ | $\mathbf{Q}$ | $\mathbf{Q} \oplus \mathbf{Q}^{22}$ | 0 | $\mathbf{Q}^{22}$ |
| $s=1$ | 0 | 0 | 0 | 0 |
| $s=0$ | 0 | $\mathbf{Q}$ | 0 | $\mathbf{Q}$ |
|  | $r=-1$ | $r=0$ | $\operatorname{ker} \gamma^{s}$ | $\operatorname{coker} \gamma^{s}$ |

Now we need the cohomology of the link, which is given by the spectral sequence defined by $j_{\sharp}^{s}: H^{s-2}(D) \rightarrow H^{s}(D)$, as in the section 5.1.

| $E_{1}^{r, s}(L)$ |  |  | $E_{2}^{r, s}(L)$ |  |
| :---: | :---: | :---: | :---: | :---: |
| $s=6$ | $\mathbf{Q}$ | 0 | $\mathbf{Q}$ | 0 |
| $s=5$ | 0 | 0 | 0 | 0 |
| $s=4$ | $\mathbf{Q}^{22}$ | $\mathbf{Q}$ | $\mathbf{Q}^{21}$ | 0 |
| $s=3$ | 0 | 0 | 0 | 0 |
| $s=2$ | $\mathbf{Q}$ | $\mathbf{Q}^{22}$ | 0 | $\mathbf{Q}^{21}$ |
| $s=1$ | 0 | 0 | 0 | 0 |
| $s=0$ | 0 | $\mathbf{Q}$ | 0 | $\mathbf{Q}$ |
|  | $r=-1$ | $r=0$ | $\operatorname{ker} j_{\sharp}^{s}$ | $\operatorname{coker} j_{\sharp}^{s}$ |

We then have

$$
\begin{cases}H^{0}(L) & =H^{5}(L)=\mathbf{Q} \\ H^{1}(L) & =H^{4}(L)=0 \\ H^{2}(L) & =H^{3}(L)=\mathbf{Q}^{21}\end{cases}
$$

By the $E_{2}$ term of the previous spectral sequence we see that the only sections of $j_{\sharp}^{s}$ for which the image won't be zero correspond to the perversities $\overline{1}$ and $\overline{3}$. Each times the image of the section is equal to $\mathbf{Q}$, we then have the two following map

$$
\begin{aligned}
& \gamma_{\mid \mathrm{C}_{\overline{1}}}^{2}: \mathrm{C}_{\overline{1}}=\mathbf{Q} \longrightarrow H^{2}(\widetilde{P})=\mathbf{Q} \oplus \mathbf{Q}^{22} \\
& \gamma_{\mid \mathrm{C}_{\overline{3}}}^{4}: \mathrm{C}_{\overline{3}}=\mathbf{Q} \longrightarrow H^{4}(\widetilde{P})=\mathbf{Q} \oplus \mathbf{Q}^{22}
\end{aligned}
$$

and coker $\gamma_{\mid \mathrm{C}_{\overline{1}}}^{2} \cong$ coker $\gamma_{\mid \mathrm{C}_{\overline{3}}}^{4} \cong \mathbf{Q}^{22}$.

The last map we need to know is $j^{s}: H^{s}(\widetilde{P}) \rightarrow H^{s}(S)$, the map induced by the inclusion $S \hookrightarrow \widetilde{P}$.

| $s=6$ | $\mathbf{Q}$ | 0 |
| :---: | :---: | :---: |
| $s=5$ | 0 | 0 |
| $s=4$ | $\mathbf{Q}^{22}$ | 0 |
| $s=3$ | 0 | 0 |
| $s=2$ | $\mathbf{Q}$ | 0 |
| $s=1$ | 0 | 0 |
| $s=0$ | 0 | 0 |
|  | $\operatorname{ker} j^{s}$ | $\operatorname{coker} j^{s}$ |

We recall the $E I_{2}$ term of the spectral sequence of $I^{\bar{p}} X$.

| $s>p+1$ | $\operatorname{ker} \gamma^{s}$ | $\operatorname{coker} \gamma^{s}$ | 0 |
| :---: | :---: | :---: | :---: |
| $s=p+1$ | 0 | $\operatorname{coker} \gamma_{\mid \mathrm{C}_{\bar{p}}}$ | 0 |
| $1 \leq s<p+1$ | 0 | $\operatorname{ker} j^{s}$ | $\operatorname{coker} j^{s}$ |
| $s=0$ | 0 | $H^{0}(\widetilde{P})$ | 0 |
| $E I_{2, \bar{p}}^{r, s}(X)$ | $r=-1$ | $r=0$ | $r=1$ |

We then have the following results.

| $E I_{2, \overline{1}}^{r, s}\left(\mathbb{P}_{\mathbf{C}} S\right)$ |  |
| :---: | :---: |
| $s \geq 5$ | 0 |
| $s=4$ | $\mathbf{Q}$ |
| $s=3$ | 0 |
| $s=2$ | $\mathbf{Q}^{22}$ |
| $s=1$ | 0 |
| $s=0$ | $H^{0}(\widetilde{P})$ |
|  | $r=0$ |


| $E I_{2, \overline{2}}^{r, s}\left(\mathbb{P}_{\mathbf{C}} S\right)$ |  |
| :---: | :---: |
| $s \geq 5$ | 0 |
| $s=4$ | $\mathbf{Q}$ |
| $s=3$ | 0 |
| $s=2$ | $\mathbf{Q}$ |
| $s=1$ | 0 |
| $s=0$ | $H^{0}(\widetilde{P})$ |
|  | $r=0$ |


| $E I_{2, \overline{3}}^{r, s}\left(\mathbb{P}_{\mathbf{C}} S\right)$ |  |
| :---: | :---: |
| $s \geq 5$ | 0 |
| $s=4$ | $\mathbf{Q}^{22}$ |
| $s=3$ | 0 |
| $s=2$ | $\mathbf{Q}$ |
| $s=1$ | 0 |
| $s=0$ | $H^{0}(\widetilde{P})$ |
|  | $r=0$ |


| $E I_{2, \overline{4}}^{r, s}\left(\mathbb{P}_{\mathbf{C}} S\right)$ |  |
| :---: | :---: |
| $s \geq 5$ | 0 |
| $s=4$ | $\mathbf{Q}^{22}$ |
| $s=3$ | 0 |
| $s=2$ | $\mathbf{Q}$ |
| $s=1$ | 0 |
| $s=0$ | $H^{0}(\widetilde{P})$ |
|  | $r=0$ |

Note that for complementary perversities, such as $\overline{1}$ and $\overline{3}$ or $\overline{0}$ and $\overline{4}$, and for $s \neq 0$ the $E I_{2}$ term gives back the generalized Poincaré duality between the various intersection spaces such as proved in [2, Theorem 2.12]. The middle perversity here is $\overline{2}$ and we also get back the self-duality of the space $I^{2} \mathbb{P}_{\mathbf{C}} S$.

For any perversity $\bar{p}$ the weight filtration is pure, so by Theorem 5.3 we get the following proposition.
Proposition 7.0.1. Given any perversity $\bar{p}$, the intersection space $I^{\bar{p}} \mathbb{P}_{\mathbf{C}} S$ is a formal topological space.
7.2. Kummer quartic surface. Let $K$ be a Kummer quartic surface, that is an irreducible surface of degree 4 in $\mathbf{C} P^{3}$ with 16 ordinary double points, which is the maximum for such surfaces.

From the algebraic topologist point of view, a Kummer surface is constructed in the following way. Let's consider a 4-dimensional torus

$$
\mathbf{T}=S^{1} \times S^{1} \times S^{1} \times S^{1}
$$

endowed with the complex involution $\tau: z \mapsto \bar{z}$ action. This action has 16 fixed point and we define the Kummer surface to be the quotient complex surface

$$
K:=\mathbf{T} / \tau
$$

We have the following cohomology for $K$.

| $s$ | 0 | 1 | 2 | 3 | 4 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $H^{s}(K)$ | $\mathbf{Q}$ | 0 | $\mathbf{Q}^{6}$ | 0 | $\mathbf{Q}$ |

The link of each singularity is then a projective space $\mathbf{R} P^{3}$. These singularities are quotients singularities so by [13] $K$ admits a resolution where the exceptional set consists of curves of genus zero and self-intersection -2 . Which means we have the following resolution diagram


The Mayer-Vietoris sequence gives the following cohomology for $\widetilde{K}$.

| $s$ | 0 | 1 | 2 | 3 | 4 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $H^{s}(\widetilde{K})$ | $\mathbf{Q}$ | 0 | $\mathbf{Q}^{6} \oplus \bigoplus_{i=1}^{16} \mathbf{Q} E_{i}$ | 0 | $\mathbf{Q}$ |

We have the fairly easy following spectral sequence for the links.

| $E_{1}^{r, s}(L)$ |  |  | $E_{2}^{r, s}(L)$ |  |
| :---: | :---: | :---: | :---: | :---: |
| $s=4$ | $\bigoplus_{i=1}^{16} \mathbf{Q} E_{i}$ | 0 | $\bigoplus_{i=1}^{16} \mathbf{Q} E_{i}$ | 0 |
| $s=3$ | 0 | 0 | 0 | 0 |
| $s=2$ | $\bigoplus_{i=1}^{16} \mathbf{Q} 1_{i}$ | $\bigoplus_{i=1}^{16} \mathbf{Q} E_{i}$ | 0 | 0 |
| $s=1$ | 0 | 0 | 0 | 0 |
| $s=0$ | 0 | $\bigoplus_{i=1}^{16} \mathbf{Q} 1_{i}$ | 0 | $\bigoplus_{i=1}^{16} \mathbf{Q} 1_{i}$ |
|  | $r=-1$ | $r=0$ | $\operatorname{ker} j_{\sharp}^{s}$ | $\operatorname{coker} j_{\sharp}^{s}$ |

The rational cohomology of link of each singularities is then a 3 -sphere, which is the rationalization of $\mathbf{R} P^{3}$.

The only interesting perversity here is the middle perversity $\overline{1}$. We need a $C_{\overline{1}}$ for the computation, we have here

$$
\mathrm{C}_{\overline{1}}=\bigoplus_{i=1}^{16} \mathrm{Q} 1_{i}
$$

and $\gamma_{\mathrm{C}_{\overline{\mathrm{T}}}}^{2}=\gamma^{2}$.
The following spectral sequence computes the regular part and the second array is the restriction map $j^{s}$.

| $E_{1}^{r, s}\left(K_{\text {reg }}\right) \gamma^{s}: H^{s-2}(D) \longrightarrow H^{s}(\widetilde{K})$ |  | $E_{2}^{r, s}\left(K_{r e g}\right)$ |  |  |
| :---: | :---: | :---: | :---: | :---: |
| $s=4$ | $\bigoplus_{i=1}^{16} \mathbf{Q} E_{i}$ | $\mathbf{Q}$ | $\bigoplus_{i=1}^{15} \mathbf{Q} E_{i}$ | 0 |
| $s=3$ | 0 | 0 | 0 | 0 |
| $s=2$ | $\bigoplus_{i=1}^{16} \mathbf{Q} 1_{i}$ | $\mathbf{Q}^{6} \oplus \bigoplus_{i=1}^{16} \mathbf{Q} E_{i}$ | 0 | $\mathbf{Q}^{6}$ |
| $s=1$ | 0 | 0 | 0 | 0 |
| $s=0$ | 0 | $\mathbf{Q}$ | 0 | $\mathbf{Q}$ |
|  | $r=-1$ | $r=0$ | $\operatorname{ker} \gamma^{s}$ | $\operatorname{coker} \gamma^{s}$ |


| $s=4$ | $\mathbf{Q}$ | 0 | $\mathbf{Q}$ | 0 |
| :---: | :---: | :---: | :---: | :---: |
| $s=3$ | 0 | 0 | 0 | 0 |
| $s=2$ | $\mathbf{Q}^{6} \oplus \bigoplus_{i=1}^{16} \mathbf{Q} E_{i}$ | $\bigoplus_{i=1}^{16} \mathbf{Q} E_{i}$ | $\mathbf{Q}^{6}$ | 0 |
| $s=1$ | 0 | 0 | 0 | 0 |
| $s=0$ | $\mathbf{Q}$ | $\bigoplus_{i=1}^{16} \mathbf{Q} 1_{i}$ | 0 | $\bigoplus_{i=1}^{15} \mathbf{Q} 1_{i}$ |
|  | $H^{s}(\widetilde{K})$ | $H^{s}(D)$ | $\operatorname{ker} j^{s}$ | $\operatorname{coker} j^{s}$ |

The cohomology of the middle perversity intersection space of a Kummer surface is then given by the following array. Note that the cohomology obtained isn't pure.

| $s=4$ | $\bigoplus_{i=1}^{15} \mathbf{Q} E_{i}$ | 0 | 0 | 0 |
| :---: | :---: | :---: | :---: | :---: |
| $s=3$ | 0 | 0 | 0 | $\bigoplus_{i=1}^{15} \mathbf{Q} E_{i}$ |
| $s=2$ | 0 | $\mathbf{Q}^{6}$ | 0 | $\mathbf{Q}^{6}$ |
| $s=1$ | 0 | 0 | 0 | 0 |
| $s=0$ | 0 | $H^{0}(\widetilde{K})$ | 0 | $H^{0}(\widetilde{K})$ |
| $E I_{2, \overline{1}}^{r, s}(K)$ | $r=-1$ | $r=0$ | $r=1$ | $H I_{\overline{1}}^{s}(K)$ |

7.3. The Calabi-Yau generic quintic 3-fold. Let $Y \subset \mathbf{C} P^{4}$ the singular hypersurface given by the equation

$$
Y:=\left\{\left[z_{0}: z_{1}: z_{2}: z_{3}: z_{4}\right] \in \mathbf{C} P^{4}: z_{3} g\left(z_{0}, \ldots, z_{4}\right)+z_{4} h\left(z_{0}, \ldots, z_{4}\right)=0\right\}
$$

where $g$ and $h$ are generic homogeneous polynomials of degree 4. Y is the Calabi-Yau generic quintic 3 -fold containing the plane

$$
\pi:=\left\{z_{3}=z_{4}=0\right\} \cong \mathbf{C} P^{2}
$$

The singular locus

$$
\Sigma:=\left\{[x] \in \mathbf{C} P^{4}: z_{3}=z_{4}=g(z)=h(z)=0\right\} \subset \mathbf{C} P^{2}
$$

is given by 16 ordinary double points. That is the link of each singularity $\sigma \in \Sigma$ is topologically equal to $L_{\sigma}=S^{2} \times S^{3}$.

We have the following cohomology for $Y$.

| $s$ | 0 | 1 | 2 | 3 | 4 | 5 | 6 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $H^{s}(Y)$ | $\mathbf{Q}$ | 0 | $\mathbf{Q}$ | $\mathbf{Q}^{189}$ | $\mathbf{Q}^{2}$ | 0 | $\mathbf{Q}$ |

We consider the following commutative diagram of resolutions.


The first square is a simultaneous small resolution of the 16 singularities obtained by blowing up $\mathbf{C} P^{4}$ along the plane $\pi \cong \mathbf{C} P^{2}$. The exceptionnal divisor of this blow-up is a $\mathbf{C} P^{1}$-bundle over $\pi \cong \mathbf{C} P^{2}$.

For the second square $\mathcal{B} \ell$ is a blow-up along the $\mathbf{C} P_{(i)}^{1}$ 's.
Denote by $\Psi$ the generator of $H^{2}(Y)$.
By using twice the Mayer-Vietoris long exact sequence, we get the following cohomology for $\bar{Y}$.

$$
\left\{\begin{array}{l}
H^{0}(\bar{Y})=H^{6}(\bar{Y})=\mathbf{Q} \\
H^{1}(\bar{Y})=H^{5}(\bar{Y})=0 \\
H^{2}(\bar{Y})=\mathbf{Q} \Psi \oplus \mathbf{Q} E_{1} \oplus \bigoplus_{i=1}^{16} \mathbf{Q} \Lambda_{i}^{\vee} \\
H^{4}(\bar{Y})=\mathbf{Q} \Psi^{\vee} \oplus \mathbf{Q} E_{1}^{\vee} \oplus \bigoplus_{i=1}^{16} \mathbf{Q} \Lambda_{i} \\
H^{3}(\bar{Y})=\mathbf{Q}^{174}
\end{array}\right.
$$

The cohomology of the links of the singularities is given by the spectral sequence

| $E_{1}^{r, s}(L)$ |  |  | $E_{2}^{r, s}(L)$ |  |
| :---: | :---: | :---: | :---: | :---: |
| $s=6$ | $\bigoplus_{i=1}^{16} \mathbf{Q} \Lambda_{i}$ | 0 | $\bigoplus_{i=1}^{16} \mathbf{Q} \Lambda_{i}$ | 0 |
| $s=5$ | 0 | 0 | 0 | 0 |
| $s=4$ | $\bigoplus_{i=1}^{16}\left(\mathbf{Q} E_{i} \oplus \mathbf{Q} \mathcal{E}_{i}\right)$ | $\bigoplus_{i=1}^{16} \mathbf{Q} \Lambda_{i}$ | $\bigoplus_{i=1}^{16} \mathbf{Q} \mathcal{E}_{i}$ | 0 |
| $s=3$ | 0 | 0 | 0 | 0 |
| $s=2$ | $\bigoplus_{i=1}^{16} \mathbf{Q} 1_{i}$ | $\bigoplus_{i=1}^{16}\left(\mathbf{Q} E_{i} \oplus \mathbf{Q} \mathcal{E}_{i}\right)$ | 0 | $\bigoplus_{i=1}^{16} \mathbf{Q} E_{i}$ |
| $s=1$ | 0 | 0 | 0 | 0 |
| $s=0$ | 0 | $\bigoplus_{i=1}^{16} \mathbf{Q} 1_{i}$ | 0 | $\bigoplus_{i=1}^{16} \mathbf{Q} 1_{i}$ |
|  | $r=-1$ | $r=0$ | $\operatorname{ker} j_{\sharp}^{s}$ | $\operatorname{coker} j_{\sharp}^{s}$ |

We here follow the section 6 and do the computations for the top, middle and zero perversity. The spectral sequence of the regular part is given by

| $E_{1}^{r, s}\left(Y_{r e g}\right) \gamma^{s}: H^{s-2}(D) \longrightarrow H^{s}(\bar{Y})$ |  | $E_{2}^{r, s}\left(Y_{r e g}\right)$ |  |  |
| :---: | :---: | :---: | :---: | :---: |
| $s=6$ | $\bigoplus_{i=1}^{16} \mathbf{Q} \Lambda_{i}$ | $\mathbf{Q}$ | $\bigoplus_{i=1}^{15} \mathbf{Q} \Lambda_{i}$ | 0 |
| $s=5$ | 0 | 0 | 0 | 0 |
| $s=4$ | $\bigoplus_{i=1}^{16}\left(\mathbf{Q} E_{i} \oplus \mathbf{Q} \mathcal{E}_{i}\right)$ | $\mathbf{Q} \Psi^{\vee} \oplus \mathbf{Q} E_{1}^{\vee} \oplus \bigoplus_{i=1}^{16} \mathbf{Q} \Lambda_{i}$ | $\bigoplus_{i=1}^{15} \mathbf{Q} \mathcal{E}_{i}$ | $\mathbf{Q} \Psi^{\vee}$ |
| $s=3$ | 0 | $\mathbf{Q}^{174}$ | 0 | $\mathbf{Q}^{174}$ |
| $s=2$ | $\bigoplus_{i=1}^{16} \mathbf{Q} 1_{i}$ | $\mathbf{Q} \Psi \oplus \mathbf{Q} E_{1} \oplus \bigoplus_{i=1}^{16} \mathbf{Q} \Lambda_{i}^{\vee}$ | 0 | $\mathbf{Q} \Psi \oplus \mathbf{Q} E_{1}$ |
| $s=1$ | 0 | 0 | 0 | 0 |
| $s=0$ | 0 | $\mathbf{Q}$ | 0 | $\mathbf{Q}$ |
|  | $r=-1$ | $r=0$ | $\operatorname{ker} \gamma^{s}$ | $\operatorname{coker} \gamma^{s}$ |

Finally we also need the restriction morphism $j^{s}$.

| $s=6$ | $\mathbf{Q}$ | 0 | $\mathbf{Q}$ | 0 |
| :---: | :---: | :---: | :---: | :---: |
| $s=5$ | 0 | 0 | 0 | 0 |
| $s=4$ | $\mathbf{Q} \Psi^{\vee} \oplus \mathbf{Q} E_{1}^{\vee} \oplus \bigoplus_{i=1}^{16} \mathbf{Q} \Lambda_{i}$ | $\bigoplus_{i=1}^{16} \mathbf{Q} \Lambda_{i}$ | $\mathbf{Q} \Psi^{\vee} \oplus \mathbf{Q} E_{1}^{\vee}$ | 0 |
| $s=3$ | $\mathbf{Q}^{174}$ | 0 | $\mathbf{Q}^{174}$ | 0 |
| $s=2$ | $\mathbf{Q} \Psi \oplus \mathbf{Q} E_{1} \oplus \bigoplus_{i=1}^{16} \mathbf{Q} \Lambda_{i}^{\vee}$ | $\bigoplus_{i=1}^{16}\left(\mathbf{Q} E_{i} \oplus \mathbf{Q} \mathcal{E}_{i}\right)$ | $\mathbf{Q} \Psi$ | $\bigoplus_{i=1}^{15} \mathbf{Q} E_{i}$ |
| $s=1$ | 0 | 0 | 0 | 0 |
| $s=0$ | $\mathbf{Q}$ | $\bigoplus_{i=1}^{16} \mathbf{Q} 1_{i}$ | 0 | $\bigoplus_{i=1}^{15} \mathbf{Q} 1_{i}$ |
|  | $H^{s}(\bar{Y})$ | $H^{s}(D)$ | $\operatorname{ker} j^{s}$ | $\operatorname{coker} j^{s}$ |

We then get the following tables for the perversities $\overline{0}, \overline{2}, \overline{4}$. Note here that the generalized Poincaré duality is only partial as we explained in the subsection 5.1.2 since we do not take into accounts the loops of coker $j^{0}$.

| $s=6$ | $\bigoplus_{i=1}^{15} \mathbf{Q} \Lambda_{i}$ | 0 | 0 | 0 |
| :---: | :---: | :---: | :---: | :---: |
| $s=5$ | 0 | 0 | 0 | $\bigoplus_{i=1}^{15} \mathbf{Q} \Lambda_{i}$ |
| $s=4$ | $\bigoplus_{i=1}^{15} \mathbf{Q} \mathcal{E}_{i}$ | $\mathbf{Q} \Psi^{\vee}$ | 0 | $\mathbf{Q} \Psi^{\vee}$ |
| $s=3$ | 0 | $\mathbf{Q}^{174}$ | 0 | $\mathbf{Q}^{189}$ |
| $s=2$ | 0 | $\mathbf{Q} \Psi \oplus \mathbf{Q} E_{1}$ | 0 | $\mathbf{Q} \Psi \oplus \mathbf{Q} E_{1}$ |
| $s=1$ | 0 | 0 | 0 | 0 |
| $s=0$ | 0 | $H^{0}(\bar{Y})$ | 0 | $H^{0}(\bar{Y})$ |
| $E I_{2, \overline{0}}^{r, s}(Y)$ | $r=-1$ | $r=0$ | $r=1$ | $H I \frac{s}{0}(Y)$ |

Note here the partial duality for the values $s=2,3,4$ for the perversities $\overline{0}$ and $\overline{4}$.

| $s=6$ | $\bigoplus_{i=1}^{15} \mathbf{Q} \Lambda_{i}$ | 0 | 0 | 0 |
| :---: | :---: | :---: | :---: | :---: |
| $s=5$ | 0 | 0 | 0 | $\bigoplus_{i=1}^{15} \mathbf{Q} \Lambda_{i}$ |
| $s=4$ | 0 | $\mathbf{Q} \Psi^{\vee} \oplus \mathbf{Q} E_{1}^{\vee}$ | 0 | $\mathbf{Q} \Psi^{\vee} \oplus \mathbf{Q} E_{1}^{\vee}$ |
| $s=3$ | 0 | $\mathbf{Q}^{174}$ | 0 | $\mathbf{Q}^{189}$ |
| $s=2$ | 0 | $\mathbf{Q} \Psi$ | $\bigoplus_{i=1}^{15} \mathbf{Q} E_{i}$ | $\mathbf{Q} \Psi$ |
| $s=1$ | 0 | 0 | 0 | 0 |
| $s=0$ | 0 | $H^{0}(\bar{Y})$ | 0 | 0 |
| $E I_{2, \overline{4}}^{r, s}(Y)$ | $r=-1$ | $r=0$ | $r=1$ | $H I \frac{s}{4}(Y)$ |

For the perversity $\overline{2}$ we retrieve the values of the smooth deformation as in [4], unless for $s=1$.

| $s=6$ | $\bigoplus_{i=1}^{15} \mathbf{Q} \Lambda_{i}$ | 0 | 0 | 0 |
| :---: | :---: | :---: | :---: | :---: |
| $s=5$ | 0 | 0 | 0 | $\bigoplus_{i=1}^{15} \mathbf{Q} \Lambda_{i}$ |
| $s=4$ | $\bigoplus_{i=1}^{15} \mathbf{Q} \mathcal{E}_{i}$ | $\mathbf{Q} \Psi^{\vee}$ | 0 | $\mathbf{Q} \Psi^{\vee}$ |
| $s=3$ | 0 | $\mathbf{Q}^{174}$ | 0 | $\mathbf{Q}^{204}$ |
| $s=2$ | 0 | $\mathbf{Q} \Psi$ | $\bigoplus_{i=1}^{15} \mathbf{Q} E_{i}$ | $\mathbf{Q} \Psi$ |
| $s=1$ | 0 | 0 | 0 | 0 |
| $s=0$ | 0 | $H^{0}(\bar{Y})$ | 0 | $H^{0}(\bar{Y})$ |
| $E I_{2, \overline{2}}^{r, s}(Y)$ | $r=-1$ | $r=0$ | $r=1$ | $H I \frac{s}{2}(Y)$ |

7.4. The Quintic. Let $\psi$ be a complex number and consider the variety

$$
X_{\psi}:=\left\{\left[z_{0}: z_{1}: z_{2}: z_{3}: z_{4}\right] \in \mathbf{C} P^{4}: z_{0}^{5}+z_{1}^{5}+z_{2}^{5}+z_{3}^{5}+z_{4}^{5}-5 \psi z_{0} z_{1} z_{2} z_{3} z_{4}=0\right\}
$$

which is Calabi-Yau. It is smooth for small $\psi \neq 1$ and becomes singular when $\psi=1$, denote by $X$ the singular degeneration $X_{\psi=1}$.

The singular locus $\Sigma$ of $X$ is here composed of 125 ordinary double points. That is, the link of each singularity $\sigma \in \Sigma$ is topologically equal to $L_{\sigma}=S^{2} \times S^{3}$, just like before.

We get the following cohomology for $X$.

| $s$ | 0 | 1 | 2 | 3 | 4 | 5 | 6 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $H^{s}(X)$ | $\mathbf{Q}$ | 0 | $\mathbf{Q}$ | $\mathbf{Q}^{103}$ | $\mathbf{Q}^{25}$ | 0 | $\mathbf{Q}$ |

Using the same method of resolution that before.


With the Mayer-Vietoris long exact sequence, we get the following cohomology for $\bar{X}$, we still denote by $\Psi$ the generator of $H^{2}(X)$.

| 6 | $\mathbf{Q}$ |
| :---: | :---: |
| 5 | 0 |
| 4 | $\mathbf{Q} \Psi^{\vee} \oplus \bigoplus_{i=1}^{24} E_{i}^{\vee} \oplus \bigoplus_{i=1}^{125} \mathbf{Q} \Lambda_{i}$ |
| 3 | $\mathbf{Q}^{2}$ |
| 2 | $\mathbf{Q} \Psi \oplus \bigoplus_{i=1}^{24} \mathbf{Q} E_{i} \oplus \bigoplus_{i=1}^{125} \mathbf{Q} \Lambda_{i}^{\vee}$ |
| 1 | 0 |
| 0 | $\mathbf{Q}$ |
| $s$ | $H^{s}(\bar{X})$ |

The spectral sequence of the regular part is given by the following array.

| $E_{1}^{r, s}\left(X_{r e g}\right) \gamma^{s}: H^{s-2}(D) \longrightarrow H^{s}(\bar{X})$ |  | $E_{2}^{r, s}\left(X_{r e g}\right)$ |  |  |
| :---: | :---: | :---: | :---: | :---: |
| $s=6$ | $\bigoplus_{i=1}^{125} \mathbf{Q} \Lambda_{i}$ | $\mathbf{Q}$ | $\bigoplus_{i=1}^{124} \mathbf{Q} \Lambda_{i}$ | 0 |
| $s=5$ | 0 | 0 | 0 | 0 |
| $s=4$ | $\bigoplus_{i=1}^{125}\left(\mathbf{Q} E_{i} \oplus \mathbf{Q E}_{i}\right)$ | $\mathbf{Q} \Psi^{\vee} \oplus \bigoplus_{i=1}^{24} E_{i}^{\vee} \oplus \bigoplus_{i=1}^{125} \mathbf{Q} \Lambda_{i}$ | $\bigoplus_{i=1}^{101} \mathbf{Q} \mathcal{E}_{i}$ | $\mathbf{Q} \Psi^{\vee}$ |
| $s=3$ | 0 | $\mathbf{Q}^{2}$ | 0 | $\mathbf{Q}^{2}$ |
| $s=2$ | $\bigoplus_{i=1}^{125} \mathbf{Q} 1_{i}$ | $\mathbf{Q} \Psi \oplus \bigoplus_{i=1}^{24} \mathbf{Q} E_{i} \oplus \bigoplus_{i=1}^{125} \mathbf{Q} \Lambda_{i}^{\vee}$ | 0 | $\mathbf{Q} \Psi \oplus \bigoplus_{i=1}^{24} \mathbf{Q} E_{i}$ |
| $s=1$ | 0 | 0 | 0 | 0 |
| $s=0$ | 0 | $\mathbf{Q}$ | 0 | $\mathbf{Q}$ |
|  | $r=-1$ | $r=0$ | $\operatorname{ker} \gamma^{s}$ | $\operatorname{coker} \gamma^{s}$ |

The kernels and cokernels for the restriction morphism are given by the following array.

| $s=6$ | $\mathbf{Q}$ | 0 | $\mathbf{Q}$ | 0 |
| :---: | :---: | :---: | :---: | :---: |
| $s=5$ | 0 | 0 | 0 | 0 |
| $s=4$ | $\mathbf{Q} \Psi^{\vee} \oplus \bigoplus_{i=1}^{24} E_{i}^{\vee} \oplus \bigoplus_{i=1}^{125} \mathbf{Q} \Lambda_{i}$ | $\bigoplus_{i=1}^{125} \mathbf{Q} \Lambda_{i}$ | $\mathbf{Q} \Psi^{\vee} \oplus \bigoplus_{i=1}^{24} \mathbf{Q} E_{i}^{\vee}$ | 0 |
| $s=3$ | $\mathbf{Q}^{2}$ | 0 | $\mathbf{Q}^{2}$ | 0 |
| $s=2$ | $\mathbf{Q} \Psi \oplus \bigoplus_{i=1}^{24} \mathbf{Q} E_{i} \oplus \bigoplus_{i=1}^{125} \mathbf{Q} \Lambda_{i}^{\vee}$ | $\bigoplus_{i=1}^{125}\left(\mathbf{Q} E_{i} \oplus \mathbf{Q} \mathcal{E}_{i}\right)$ | $\mathbf{Q} \Psi$ | $\bigoplus_{i=1}^{101} \mathbf{Q} E_{i}$ |
| $s=1$ | 0 | 0 | 0 | 0 |
| $s=0$ | $\mathbf{Q}$ | $\bigoplus_{i=1}^{125} \mathbf{Q} 1_{i}$ | 0 | $\bigoplus_{i=1}^{124} \mathbf{Q} 1_{i}$ |
|  | $H^{s}(\bar{X})$ | $H^{s}(D)$ | $\operatorname{ker} j^{s}$ | $\operatorname{coker} j^{s}$ |

We let the reader fill in the arrays for the top and zero perversities, we here give the result for the middle perversity $\overline{2}$.

| $s=6$ | $\bigoplus_{i=1}^{124} \mathbf{Q} \Lambda_{i}$ | 0 | 0 | 0 |
| :---: | :---: | :---: | :---: | :---: |
| $s=5$ | 0 | 0 | 0 | $\bigoplus_{i=1}^{124} \mathbf{Q} \Lambda_{i}$ |
| $s=4$ | $\bigoplus_{i=1}^{101} \mathbf{Q} \mathcal{E}_{i}$ | $\mathbf{Q} \Psi^{\vee}$ | 0 | $\mathbf{Q}^{\vee}$ |
| $s=3$ | 0 | $\mathbf{Q}^{2}$ | 0 | $\mathbf{Q}^{204}$ |
| $s=2$ | 0 | $\mathbf{Q} \Psi$ | $\bigoplus_{i=1}^{101} \mathbf{Q} E_{i}$ | $\mathbf{Q} \Psi$ |
| $s=1$ | 0 | 0 | 0 | 0 |
| $s=0$ | 0 | $H^{0}(\bar{X})$ | 0 | $H^{0}(\bar{X})$ |
| $E I_{2,2}^{r, s}(X)$ | $r=-1$ | $r=0$ | $r=1$ | $H I \frac{s}{2}(X)$ |

## References

[1] D. Arapura, A. Dimca, and R. Hain. On the fundamental groups of normal varieties. Communications in Contemporary Mathematics, vol. 18, no. 4, 2016. DOI: 10.1142/S0219199715500650
[2] M. Banagl. Intersection spaces, spatial homology truncation and string theory, volume 1997 of Lecture Notes in Mathematics. Springer, 2010. DOI: 10.1007/978-3-642-12589-8
[3] M. Banagl and E. Hunsicker. Hodge theory for intersection space cohomology. submitted preprint, 2015.
[4] M. Banagl and L. Maxim. Deformation of singularities and the homology of intersection spaces. J. Topol. Anal., 4(4):413-448, 2012. DOI: 10.1142/S1793525312500185
[5] D. Chataur and J. Cirici. Mixed Hodge structures on the intersection homotopy type of complex varieties with isolated singularities, 2016. ar $\chi$ iv: 1603.09125
[6] D. Chataur and J. Cirici. Rational homotopy of complex projective varieties with normal isolated singularities. Forum Mathematicum, 29(1):41-57, 2017. DOI: 10.1515/forum-2015-0101
[7] D. Chataur, M. Saralegi, and D. Tanré. Intersection cohomology. simplicial blow-up and rational homotopy. Preprint, 2012. ar $\chi$ iv: 1205.7057
[8] J. Cirici and F. Guillén. $e_{1}$-formality of complex algebraic variety. Algebr. Geom. Topol., 14(5):3049-3079, 2014. DOI: 10.2140/agt.2014.14.3049
[9] P. Deligne. Théorie de Hodge : II. Publications mathématiques de l'IHES, 40:5-47, 1971. DOI: 10.1007/BF02684692
[10] P. Deligne. Théorie de Hodge : III. Publications Mathématiques de l'IHES, 44:5-77, 1974. DOI: 10.1007/BF02685881
[11] P. Deligne, P. Griffiths, J. Morgan, and D. Sullivan. Real homotopy theory of kähler manifolds. Inventiones Mathematicae, 29(3):245-274, 1975. DOI: 10.1007/BF01389853
[12] A. Dimca. Singularities and topology of hypersurfaces. Springer, 1992. DOI: 10.1007/978-1-4612-4404-2
[13] A. Durfee. Fifteen characterizations of rational double points and simple critical points. Enseign. Math., 25:131-163, 1979.
[14] A. Durfee. Neighborhoods of algebraic sets. Transactions A.M.S., 276:517-530, 1983.
[15] A. H. Durfee and R. M. Hain. Mixed hodge structures on the homotopy of links. Math. Ann., 280(1):69-83, 1988. DOI: 10.1007/BF01474182
[16] M. Hovey. Model Categories. American Mathematical Society, 1999.
[17] M. Kapovich and J. Kollár. Fundamental groups of links of isolated singularities. J. Amer. Math. Soc., 27(4):929-952, 2014. DOI: 10.1090/S0894-0347-2014-00807-9
[18] M. Klimczak. Poincaré duality for spaces with isolated singularities. manuscripta mathematica, vol. 153, issue 1-2, 231-262, 2017.
[19] K. Kodaira. On the structure of compact complex analytic surfaces, i. American Journal of Mathematics, 86(4):751-798, 1964. DOI: 10.2307/2373157
[20] C. A.M. Peters and J. H.M. Steenbrink. Mixed Hodge Structures. Springer, 2007.
[21] C. Simpson. Local systems on proper algebraic v-manifolds. Pure Appl. Math. Q., 7(4):1675-1759, 2011. Special Issue : In memory of Eckart Vieweg. DOI: 10.4310/PAMQ.2011.v7.n4.a27
[22] J. H. Steenbrink. Mixed hodge structures associated with isolated singularities. In Amer. Math. Soc., editor, Singularities, Part 2 (Arcata, Calif., 1981), volume 40 of Proc. Sympos. Pure Math., pages 513-536, 1983. DOI: 10.1090/pspum/040.2/713277

Mathieu Klimczak, CMI Centre de Mathématiques et d’Informatique, Institut de Mathématiques de Marseille, Université d'Aix-Marseille

Email address: mathieu.KLIMCZAK@univ-amu.fr


[^0]:    2010 Mathematics Subject Classification. 55P62, 32S35, 55N33.
    Key words and phrases. Intersection spaces, rational homotopy, mixed Hodge theory, weight spectral sequence, isolated singularities, formality.

