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ON EULER-HOMOGENEITY FOR FREE DIVISORS

ABRAHAM DEL VALLE RODRÍGUEZ

Abstract. In 2002, it was conjectured that a free divisor satisfying the so-called Logarithmic
Comparison Theorem must be strongly Euler-homogeneous and it was proved for the two-

dimensional case. Later, in 2006, it was shown that the conjecture is also true in dimension

three, but, today, the answer for the general case remains unknown. In this paper, we use
the decomposition of a singular derivation as the sum of a semisimple and a topologically

nilpotent derivation that commute in order to deal with this problem. By showing that this
decomposition preserves the property of being logarithmic, we are able to give alternative

proofs for the low-dimensional known cases.

1. Introduction

Let X be a complex analytic manifold of dimension n and D ⊂ X be a divisor. Let Ω•
X(∗D) be

the complex of meromorphic differential forms with poles along D and Ω•
X(logD) ⊂ Ω•

X(∗D) the
subcomplex of logarithmic differential forms. We say that the Logarithmic Comparison Theorem
(LCT) holds for D if the inclusion

Ω•
X(logD) ↪→ Ω•

X(∗D)

is a quasi-isomorphism.

By Grothendieck’s Comparison Theorem [10, Theorem 2], if we write U = X \D and j : U ↪→ X,
then the morphism

Ω•
X(∗D) → Rj∗CU

is a quasi-isomorphism. So, if LCT holds for D, then Ω•
X(logD) computes the cohomology of

its complement.

We denote by DerX(− logD) the OX -module of logarithmic derivations (or vector fields) along
D, which is the dual of Ω1(logD). Locally, a derivation δ ∈ DerX,x belongs to DerX,x(− logD)
if δ(f) ∈ ⟨f⟩ for any reduced local equation f of D at x. In this case, we will say that δ is a
logarithmic derivation for f .

Definition 1.1. (See [14].) D is called a free divisor if DerX(− logD) (or, equivalently,
Ω1

X(logD)) is a locally free OX -module.

Let x ∈ X and consider the stalk DerX,x(− logD). Given a set of derivations S = {δ1, . . . , δn} in
DerX,x(− logD), we call A = (δi(xj))i,j the Saito matrix with respect to S (and to the coordinate
system). Denoting by δ̄ = (δ1, . . . , δn)

t and ∂̄ = (∂1, . . . , ∂n)
t, we have that δ̄ = A∂̄.

If D is free, then DerX,x(− logD) is free as an OX,x-module for every x ∈ X. By Saito’s
criterion [14, Theorem 1.8], the freeness of DerX,x(− logD) is equivalent to the existence of
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some δ1, . . . , δn ∈ DerX,x(− logD) such that if f ∈ OX,x is a reduced local equation around x,
then there exists a unit u ∈ OX,x with f = udet(A), where A is the Saito matrix with respect
to δ1, . . . , δn. In this case, {δ1, . . . , δn} is a basis of DerX,x(− logD) and we will also say that f
is free.

Definition 1.2. A germ of holomorphic function f ∈ OX,x is called strongly Euler-homogeneous
at x if there exists a δ ∈ mX,x DerX,x such that δ(f) = f (where mX,x denotes the maximal ideal
of the local ring OX,x). A divisor D is called strongly Euler-homogeneous if, for each x ∈ D,
some (and hence, any) reduced local equation of D at x is strongly Euler-homogeneous.

Remark. In the above definition, the word “strongly” refers to the (germ of) derivation δ
belonging to mX,x DerX,x. If we do not require this condition, we simply say that f is Euler-
homogeneous at x. However, this is not an intrinsic property of a divisor as it depends on the
choice of its local equation.

In [4], the authors proposed the following conjecture and proved it in the case n = 2:

Conjecture 1.1. If D is a free divisor in a complex analytic manifold X of dimension n that
satisfies the Logarithmic Comparison Theorem, then it is strongly Euler-homogeneous.

Later, in 2006, M. Granger and M. Schulze proved in [9, Theorem 1.6] that Conjecture 1.1 also
holds for n = 3. They did it by proving the so-called formal structure theorem, by which they
were able to find a basis of logarithmic derivations formed by diagonal and nilpotent derivations
in a suitable system of formal coordinates that satisfy additional properties.

The main objective of this article is to give a new proof of the conjecture for these cases with the
aim of better understanding the conjecture. We expect that this new perspective could provide
us some hints to approach the conjecture in higher dimension.

Throughout this paper, we will deal with both formal and convergent objects. Some definitions
for a convergent series can be extended in a natural way to formal ones, so Section 2 is destined
to present those definitions and see the relations between them.

In Section 3 we give the definitions of semisimple and topologically nilpotent derivations, whose
importance will become clear later on. These concepts, introduced by R. Gérard and A. Levelt
in [8] generalize, and make intrinsic the ones given by K. Saito in [13]. They allow them to prove
an analogue to the Jordan decomposition theorem, which states that a singular formal derivation
can be decomposed in a unique way as the sum of two commuting derivations, where one of them
is semisimple and the other is topologically nilpotent. Our main result in this section is that if
a singular derivation is logarithmic, then so are its semisimple and topologically nilpotent parts,
which allows us to give a basis of the logarithmic derivations in which each element has one of
these properties.

In Section 4 we show that if LCT holds for a free divisor D, then at least one of the logarithmic
derivations must have non-zero trace. This was first noticed in [4], but here we give an alternative
and more conceptual proof based on D-module theory.

Finally, in Section 5, we use the central result in Section 3 to show that every non-Euler derivation
of a certain type of plane curve must be topologically nilpotent. As a corollary, using the result
in Section 4, we get an alternative proof of the conjecture in dimension n = 2. We also give an
example that shows that this is no longer true in higher dimension. However, these results allow
us, by reproducing part of the arguments given in [9], to give another proof for the case n = 3.
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While proving the conjecture for n = 2, the authors state in [4] that, for a certain kind of plane
curves, there always exists a basis of the logarithmic derivations such that one of them has no
linear part. Although this happens to be true, it seems to be not so immediate as they claim,
so in Appendix A we clarify the proof of this statement. We prove that there are only two
possibilities and later, after some work, we are able to discard one of them, reaching the desired
conclusion.

2. Preliminaries

As we will see in Section 3, the Jordan decomposition of a derivation requires to consider formal
objects instead of just convergent ones. That is why we need to give some definitions for both
convergent and formal series. We are interested in how these properties behave when a convergent
series is seen as a formal one.

Let us introduce some relevant notation. Consider the local ring of convergent power series
O := OCn,0 = C{x1, . . . , xn} with m = ⟨x1, . . . , xn⟩ its maximal ideal and its completion (with

respect to the m-adic topology) Ô = C[[x1, . . . , xn]], which is the ring of formal power series.

When working with free divisors, we will always consider reduced equations (i.e. with no repeated

factors) in O. This property is preserved when they are seen as elements of Ô.

Proposition 2.1. Let f ∈ O be a reduced convergent power series. Then, it is also reduced as
a formal power series.

Proof. Since f is reduced, the local ring O/⟨f⟩ is reduced. The ring O is excellent [11, Theorem
102], so it is a Nagata ring [11, Theorem 78] and so is O/⟨f⟩, since this property is preserved
under quotients. But the completion of a local reduced Nagata ring is also reduced [2, AC IX

4.4. Corollaire 1], so Ô/⟨f⟩ is reduced, meaning f is reduced as a formal power series. □

Let us denote by Der the O-module of C-derivations of O, which is free with a basis given by

the partial derivatives {∂1, . . . , ∂n}, and D̂er its m-adic completion, which coincides with the

Ô-module of C-derivations of Ô and is free (as an Ô-module) with the same basis.

Every derivation δ ∈ Der can be uniquely decomposed as a sum δ =
∑∞

i=−1 δi, where

δi =
∑n

j=1 aij∂j with aij being homogeneous of degree i + 1 for all j = 1, . . . , n. Moreover,

δ0, which is called the linear part of δ, can be written as xA∂, where A is a constant matrix

and x = (x1, . . . , xn). The same is true for a formal derivation δ ∈ D̂er. We say δ ∈ Der (resp.

δ ∈ D̂er) is singular if δ−1 = 0 or, equivalently, δ ∈ mDer (resp. δ ∈ mD̂er = m̂D̂er).

For a convergent power series f ∈ O (or a formal power series f ∈ Ô), we will denote by Derf
the O-module (Ô-module) of convergent (formal) logarithmic derivations. Its m-adic completion

will be denoted by D̂erf and will consist of those derivations δ ∈ D̂er such that δ(f) ∈ Ôf . If

f ∈ O, we can consider it as a formal power series and the formal Derf (which is an Ô-module)
is precisely the m-adic completion of the O-module Derf .

As in Definition 1.2, we will say that a formal power series f ∈ Ô is strongly Euler-homogeneous

at 0 if there exists a formal (singular) derivation δ ∈ mD̂er such that δ(f) = f . Let us see the
relation with the convergent definition.

Proposition 2.2. Let f ∈ O. Then, f is strongly Euler-homogeneous at 0 as a convergent
power series if and only if so is it as a formal power series.
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Proof. The direct implication is clear, since mDer ⊂ mD̂er and O ⊂ Ô. For the other one, let us
note that if f is strongly Euler-homogeneous at 0 as a formal power series, then
f ∈ m̂⟨∂if, i = 1, . . . , n⟩. But, by faithful flatness, O∩m̂⟨∂if, i = 1, . . . , n⟩ = m⟨∂if, i = 1, . . . , n⟩,
so f ∈ m⟨∂if, i = 1, . . . , n⟩. This means that there exists δ ∈ mDer such that δ(f) = f and f is
strongly Euler-homogeneous at 0 as a convergent power series. □

Another important concept that will be used throughout the paper is that of product (with
a smooth factor, but we will omit this for the sake of brevity). First, we give the geometric
definition, which justifies its name, and then we establish its algebraic translation.

Definition 2.1. Let (D,x) be a germ of a divisor in a complex analytic manifold X of dimension
n. We will say that (D,x) is a product with a smooth factor (from now on, just product)
if there exists some germ of divisor (D′, 0) ⊆ (Cn−1, 0) such that (D,x) is biholomorphic to
(D′, 0) × (C, 0). If f ∈ OX,x is a reduced local equation of D at x and (D,x) is a product, we
will also say that f is a product (with a smooth factor) at x.

The following equivalence can be easily deduced from [14, Lemma 3.5]:

Lemma 2.1. Let f be a local equation of a divisor D ⊂ X at a point x ∈ D. Then, f is a product
at x if and only if it admits a non-singular logarithmic derivation, that is, if DerX,x(− logD) is
not contained in mx DerX,x.

Remark. Note that, for f ∈ O and with the previous notation, f is a product (at 0) if and only
if Derf ̸⊂ mDer. From now on, we will adopt this as our definition.

Definition 2.2. Let f ∈ Ô. We say that f is a product if Derf ̸⊂ mD̂er.

For a convergent power series, this definition is equivalent to the previous one:

Proposition 2.3. Let f ∈ O. Then, f is a product as a convergent power series if and only if
so is it as a formal power series.

Proof. Let us suppose that f is not a product as a convergent series, so that Derf ⊂ mDer.

Taking completions we get D̂erf ⊂ mD̂er. But D̂erf is the formal Derf , so f is not a product

as a formal series. Reciprocally, if f is not formally a product, then Derf ⊂ D̂erf ⊂ mD̂er. By

faithful flatness, mD̂er∩Der = mDer, so Derf ⊂ mD̂er∩Der = mDer and f is not convergently
a product. □

The following lemma is well-known, (see for example [9, Lemmata 7.3 and 7.4]), and it will allow
us to just consider the case in which the local equation of the divisor is not a product.

Lemma 2.2. Let f ∈ O. Then, f is a product if and only if there exists a coordinate change
such that f = ug for some unit u and some convergent power series g in n− 1 variables. In this
case, freeness and strongly Euler-homogeneity are equivalent for f and g. Moreover, the divisor
defined by f satisfies LCT if and only if so does the divisor defined by g in Cn−1.

3. Semisimple and nilpotent derivations

It was K. Saito who, in order to prove the equivalence between strong Euler-homogeneity and
local quasihomogeneity for isolated singularities [13, Theorem 4.1], first introduced the notions
of a semisimple differential operator and a niloperator.

Given a singular derivation δ, K. Saito says that δ is semisimple if it only has linear part and its
associated matrix is diagonalizable. This definition does depend on the coordinate system and
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so it is not intrinsic. He says that δ is a niloperator if the associated matrix of δ0 is nilpotent.
Note that this definition does not depend on the coordinate system.

R. Gérard and A. Levelt introduce in [8] intrinsic definitions of semisimplicity and nilpotency
and those will be the ones that will be used in our discussion. They first define the category V
of complete filtered k-vector spaces as the category whose

• objects are k-vector spaces V equipped with a decreasing filtration F = {F iV }i∈N such
that F 0V = V , every vector space V/F iV is finite dimensional,

⋂
i∈N F iV = {0} and

V is complete for the topology defined by F (where F is a fundamental system of
neighbourhoods of 0).

• morphisms T : V → W are k-linear maps such that T (F iV ) ⊂ F iW for all i ∈ N.

The classical definitions of semisimple and nilpotent endomorphisms are then replaced by these
new ones.

Definition 3.1. Let V ∈ Obj(V), a morphism T : V → V is called:

• semisimple if every closed vector space H stable by T admits a supplementary subspace
H ′ (that is, V = H ⊕H ′) that is also stable by T .

• topologically nilpotent if for all x ∈ V , the sequence {Tnx}n∈N tends to 0 (that is, for all
i ∈ N there exists n0 ∈ N such that for n ≥ n0, T

nx ∈ F iV ).

They state an analogue of the classical Jordan decomposition theorem for the morphisms of this
category. Then, they apply it to the ring of formal power series over an algebraically closed field
k of characteristic 0 (which is a complete filtered k-vector space with the m̂-adic filtration) and
its singular derivations [8, Théorèmes 1.5, 2.2 and 2.3]. For the sake of simplicity, we will just
formulate it in the case k = C.

Theorem 3.1 (Jordan decomposition). Let δ be a singular derivation of Ô. Then, there exist two
commuting singular derivations δS, δN such that δS is semisimple, δN is topologically nilpotent
and δ = δS + δN . Moreover, this decomposition is unique and there exists a regular system of

parameters of Ô in which δS is diagonal (i.e. δS is of the form
∑n

i=1 λixi∂i) and the matrix of
the linear part of δN is nilpotent.

Remark. K. Saito already proved that there exists a coordinate system in which this decom-
position holds [13, Theorem 3.1]. Theorem 3.1 shows that, actually, the decomposition holds
intrinsically and that, in a particular coordinate system, it takes the form stated by K. Saito.

Let us note that a derivation δ ∈ Der is singular if and only if δ(mk) ⊆ mk for all k ∈ N, so
it induces a C-linear map δ(k) : O/mk → O/mk in each quotient. The same property holds for

formal singular derivations δ ∈ mD̂er in the quotients Ô/m̂k. The following proposition relates
the properties of these maps with those of δ.

Proposition 3.1. A derivation δ ∈ mD̂er is topologically nilpotent if and only if, for every

k ∈ N, the induced C-linear map δ(k) : Ô/m̂k → Ô/m̂k is nilpotent.

Proof. Suppose δ is topologically nilpotent. Let us fix k ∈ N and let [a1], . . . , [am] be a basis of

the C-vector space Ô/m̂k. By definition, for each i ∈ {1, . . . ,m} there exists ni ∈ N such that
δni(ai) ∈ m̂k.

Let n = max{ni}, so δn(ai) ∈ m̂k for all i = 1, . . . ,m and (δ(k))n([ai]) = [δn(ai)] = 0. Since
(δ(k))n is zero when applied to a basis, it must be the zero map, so δ(k) is nilpotent.

Reciprocally, let f ∈ Ô and k ∈ N. Since by hypothesis δ(k) is nilpotent, there exists n0 ∈ N
such that (δ(k))n0 = 0. So δn0(f) ∈ m̂k and δn(f) ∈ m̂k for all n ≥ n0. □
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Remark. By [8, Proposition 1.3], we also know that a singular derivation δ is semisimple if
and only if δ(k) is semisimple (or diagonalizable, since these two concepts are equivalent for
finite dimensional complex vector spaces) for all k ∈ N. In particular, if δ = xA∂ with A
semisimple (definition of semisimplicity for K. Saito), after a linear coordinate change, A is
diagonal and every induced map δ(k) has a diagonal matrix with respect to the canonical basis,
so δ is semisimple.

Corollary 3.1. A derivation δ ∈ mD̂er is topologically nilpotent if and only if the matrix of δ0
is nilpotent. In particular, singular derivations with no linear part are topologically nilpotent.

Proof. If the matrix of δ0 is nilpotent, by [9, Lemma 2.4], every induced map δ(k) is nilpotent and
we deduce that δ is topologically nilpotent by Proposition 3.1. Reciprocally, if δ is topologically
nilpotent, then δ(2) is nilpotent. The matrix of δ0, call it A, coincides with that of the restriction
of δ(2) to m̂/m̂2 with respect to the basis {[x1], . . . , [xn]}. Since the restriction is still a nilpotent
map, its associated matrix, A, is nilpotent. □

Remark. This result states that the definitions of topologically nilpotent derivation by Gérard-
Levelt and niloperator by K. Saito are equivalent.

Motivated by Corollary 3.1 and for the sake of simplicity, in what follows, we will remove the
word “topologically” when referring to a topologically nilpotent derivation.

As we might expect, it is not true that if δ ∈ mDer with δ0 semisimple, then δ is semisimple.
Just consider δ = x∂x + y2∂y. We have that δ0 = x∂x is semisimple, y2∂y is nilpotent and
[x∂x, y

2∂y] = 0, so δS = x∂x and, by uniqueness, δ cannot be semisimple.

Corollary 3.2. Let δ be a singular derivation of Ô. If we denote by δS,0 and δN,0 the linear
parts of δS and δN , respectively, then δ0 = δS,0 + δN,0 is the Jordan decomposition of δ0, that is,
δS,0 = δ0,S and δN,0 = δ0,N , where δ0,S and δ0,N are, respectively, the semisimple and nilpotent
parts of δ0.

Proof. By the previous discussion about the restriction of the induced maps to m̂/m̂2, the ma-
trices of δS,0 and δN,0 are, respectively, semisimple and nilpotent. Thus, δS,0 is semisimple
and δN,0 is nilpotent. Besides, [δS,0, δN,0] = [δS , δN ]0 = 0 since δS and δN commute. So
δ0 = (δS + δN )0 = δS,0 + δN,0 is written as the sum of a semisimple and a nilpotent derivation
that commute. By uniqueness, this must be the Jordan decomposition of δ0. □

Corollary 3.3. Let f ∈ Ô, f ̸= 0, and let δ ∈ mD̂er be a nilpotent derivation such that δ(f) = bf

for some b ∈ Ô. Then b ∈ m̂.

Proof. Since δ is singular, δ(f) ∈ m̂, so if f is a unit, then it is clear that b ∈ m̂. If f ∈ m̂, let k
be such that f ∈ m̂k \ m̂k+1. It is easy to see by induction that δn(f) ≡ bn0f(mod m̂k+1) for all
n ∈ N, where b0 is the constant coefficient of b. By Proposition 3.1, δ(k+1) is nilpotent, so there
exists n with (δ(k+1))n = 0. But then

0 = (δ(k+1))n([f ]) = [δn(f)] = bn0 [f ].

Since f /∈ m̂k+1, [f ] ̸= 0, so b0 = 0 and b ∈ m̂. □

Let us prove that the decomposition of a singular derivation into a semisimple and a nilpotent
part preserves the property of being logarithmic. This seems very natural, but we have not
found it in the literature.

Proposition 3.2. Let f ∈ Ô and let δ be a singular logarithmic derivation for f . Then δS and
δN as in Theorem 3.1 are also (singular) logarithmic derivations for f .
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Proof. Since δ = δS + δN , we have that the induced map in Ô/m̂k is δ(k) = δ
(k)
S + δ

(k)
N . We know

that δ
(k)
S is semisimple, δ

(k)
N is nilpotent (by the previous proposition) and

[δ
(k)
S , δ

(k)
N ] = [δS , δN ](k) = 0(k),

so δ
(k)
S and δ

(k)
N are precisely the semisimple and nilpotent part of δ(k). Each quotient Ô/m̂k is a

C-vector space of finite dimension, so δ
(k)
S and δ

(k)
N can be written as polynomials in δ(k) by the

Jordan-Chevalley decomposition [1, Cap. VII, §5.9, Th. 1]. But since δ(f) = af with a ∈ Ô,
δ(k)([f ]) = [a][f ], and taking into account that δ(k) is also a derivation, (δ(k))n([f ]) ∈ ⟨[f ]⟩
for all n. So a polynomial in δ(k) maps [f ] to an element in ⟨[f ]⟩ and we conclude that

δ
(k)
S ([f ]), δ

(k)
N ([f ]) ∈ ⟨[f ]⟩. This means that δS(f), δN (f) ∈ ⟨f⟩ + m̂k for all k ∈ N. But⋂

k≥1

(
⟨f⟩+ m̂k

)
= ⟨f⟩ since every ideal in a Noetherian local ring is closed for the m̂-adic

topology [12, Theorem 8.14], so δS(f), δN (f) ∈ ⟨f⟩ and δS , δN are logarithmic. □

Corollary 3.4. If f ∈ O is free and Derf ⊂ mDer (that is, every logarithmic derivation is

singular), then there exists a basis of D̂erf formed by semisimple and nilpotent derivations.
Moreover, f is a formal unit multiplied by the determinant of the Saito matrix with respect to
that basis.

Proof. Since f is free, Derf ⊂ mDer is free as an O-module and D̂erf ⊂ mD̂er is free as an Ô-

module. Let {δ1, . . . , δn} be an Ô-basis of D̂erf . By Proposition 3.2, {δ1,S , δ1,N , . . . , δn,S , δn,N}
is a generating set of D̂erf and, by Nakayama’s Lemma, we can extract a basis C of D̂erf from
this set. For the second part, if A is the Saito matrix with respect to a convergent basis B
and B is the change-of-basis matrix from C to B (whose columns are the coordinates of the
elements of C with respect to B), then C = BtA is the Saito matrix of C. By Saito’s Criterion,
there exists a unit u such that f = udet(A). Since B is invertible, det(B) is a (formal) unit, so
det(A) = det(B)−1 det(C) and f = udet(B)−1 det(C), where udet(B)−1 is a formal unit. □

Remarks.

• Although we will only use the preceding result in the case of free divisors, the first
assertion is also true for non-free divisors if we replace the word “basis” by “generating
set”.

• A priori, it is not possible to give an analogous statement for Derf because, as far as we
know, the Jordan decomposition of a convergent derivation is still formal.

4. A necessary condition for LCT in free divisors

In [7, Theorem 1.1], the authors construct two different double complexes and compare the
four associated spectral sequences in order to prove that locally quasi-homogeneous free divisors
satisfy LCT. In [4, Sections 2 and 3], the same construction is also used to prove that if LCT
holds for a free divisor D in Cn, then, for each basis {δ1, . . . , δn} of Der(− logD), the morphism

d1 : Ȟn−1(V \ {0},OX) → Ȟn−1(V \ {0},OX)n

[g] 7→ ([δ1(g)], . . . , [δn(g)])

must be injective, where Ȟn−1(V \ {0},OX) denotes Čech cohomology of a sufficiently small
Stein neighbourhood V of 0 with values in OX with respect to the open cover

{Vi = {xi ̸= 0}, i = 1, . . . , n}.

It can be identified with the set of Laurent series with strictly negative powers in every variable.
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We define the trace of a singular derivation δ, and denote it tr(δ), as the trace of its linear part.
Note that this definition is valid for both convergent and formal derivations. Moreover, the trace
of a singular convergent derivation coincides with the trace of its corresponding derivation in the
completion, since m/m2 ∼= m̂/m̂2.

It is easy to see [9, Lemma 7.5] that, if δ is singular, then

δ

([
1

x1 · . . . · xn

])
= −

[
tr(δ)

x1 · . . . · xn

]
.

So if LCT holds for D and it is not a product at 0, then some of the δi must have non-zero trace,
as otherwise the class of

∏n
i=1 x

−1
i would be in the kernel of d1. In this section, we will show

that we can reach the same conclusion in an alternative way by using D-module theory.

Let D = O[∂1, . . . , ∂n] be the ring of linear differential operators and consider the left ideal
D⟨x1, . . . , xn⟩. The following lemma describes the singular derivations lying in this ideal.

Lemma 4.1. A singular derivation η =
∑n

i=1 ai∂i belongs to the left ideal D⟨x1, . . . , xn⟩ if and
only if tr(η) = 0.

Proof. Let ci =
∂ai
∂xi

(0), that is, the coefficient of the term xi in ai, so that tr(η) =
∑n

i=1 ci. By

the relation [∂i, ai] := ∂i · ai − ai∂i = ∂i(ai) and taking into account that ∂i · ai ∈ D⟨x1, . . . , xn⟩
since ai ∈ m, we have that η = −

∑n
i=1 ci modulo D⟨x1, . . . , xn⟩. Thus, η will belong to

D⟨x1, . . . , xn⟩ if and only if tr(η) =
∑n

i=1 ci = 0. □

Let us denote by V0 the ring of logarithmic differential operators, which are those linear differ-
ential operators that preserve every power of the defining ideal of D. In the free case, V0 is just
the O-subalgebra of D generated by logarithmic derivations [3, Theorem 2.1.4]. Let O(∗D) be
the O-module of meromorphic functions with poles along D and let O(D) be the submodule of
meromorphic functions with poles of order at most 1. Consider the natural morphism

ρ : D
L
⊗V0

O(D) → O(∗D)

induced by the inclusion O(D) ⊂ O(∗D) in the derived category of bounded complexes of
coherent left D-modules.

In [6, Corollary 4.2], F.J. Calderón and L. Narváez proved that the following statements are
equivalent:

(1) D satisfies LCT.
(2) ρ is an isomorphism.

We are now able to prove the desired result.

Theorem 4.1. If D is a free divisor in Cn satisfying LCT and f ∈ O is a reduced local equation
of D at 0 such that it is not a product, then there exist derivations of Derf with non-zero trace.

Proof. Consider a basis B = {δ1, . . . , δn} of Derf ⊂ mDer and suppose that every derivation
of B has zero trace. By Lemma 4.1, D⟨δ1, . . . , δn⟩ ⊂ D⟨x1, . . . , xn⟩ and we have a surjective
morphism of holonomic D-modules

D
D⟨δ1, . . . , δn⟩

−→ D
D⟨x1, . . . , xn⟩

−→ 0.

By applying the duality functor D(−) = RHomD(−,D)[n]left we get an injective morphism
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0 −→ D
(

D
D⟨x1, . . . , xn⟩

)
−→ D

(
D

D⟨δ1, . . . , δn⟩

)
.

It is a well-known fact that
D

D⟨x1, . . . , xn⟩
is self-dual (that is, its dual is isomorphic to itself)

and that D
L
⊗V0 O ∼= D

(
D

L
⊗V0 O(D)

)
[6, Corollary 3.1.2]. Thus, if D satisfies LCT, then

D
L
⊗V0

O ∼= D (O(∗D)), meaning D
L
⊗V0

O is concentrated in degree 0 and

D
L
⊗V0

O = D ⊗V0
O ∼= D ⊗V0

V0

V0⟨δ1, . . . , δn⟩
∼=

D
D⟨δ1, . . . , δn⟩

.

Applying D to both sides we get

D
(

D
D⟨δ1, . . . , δn⟩

)
∼= D

(
D

L
⊗V0

O
)

∼= O(∗D).

Thus, we have an injective morphism

0 −→ D
D⟨x1, . . . , xn⟩

−→ O(∗D).

But D/D⟨x1, . . . , xn⟩ cannot be a submodule of O(∗D) since the former has O-torsion and the
latter does not, so we conclude that at least one derivation of B must have non-zero trace. □

A similar statement holds even if we remove the condition of not being a product:

Corollary 4.1. If D is a free divisor in Cn satisfying LCT and f ∈ O is a reduced local equation
of D at 0, then there exist singular derivations of Derf with non-zero trace.

Proof. The case in which f is not a product is already proved in Theorem 4.1, so we may assume
that f is a product. Then, applying inductively Lemma 2.2, we can write f = ug for a certain
unit u and a convergent power series g in m < n variables such that it is not a product. Since
LCT also holds for the divisor D′ defined by g in Cm, by Theorem 4.1, we can find singular
logarithmic derivations for g with non-zero trace. These derivations are also logarithmic for f ,
so we are done. □

5. LCT and Euler-homogenenity for free divisors

We begin this section with a technical lemma that is valid in an arbitrary number of variables,
although we will only use it in the cases n = 2 and n = 3.

Lemma 5.1. Let δ =
∑n

i=1 λixi∂i be a logarithmic diagonal derivation for a formal equation

f ∈ Ô such that δ(f) = cf for some c ∈ Ô. Then, there exist a formal unit u and g ∈ Ô such
that f = ug and δ(g) = c0g, where c0 is the value of c at the origin.

Proof. Let us write c =
∑

α cαx
α, where α = (α1, . . . , αn) runs in Nn and xα = xα1

1 · . . . · xαn
n .

Note that if α verifies α · λ :=
∑n

j=1 αjλj ̸= 0 and we set

aα = exp

(
cαx

α

α · λ

)
,

then aα verifies δ(aα) = cαx
α · aα.
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Now, set

u =
∏

α·λ ̸=0

aα = exp

 ∑
α·λ ̸=0

cαx
α

α · λ

 .

Note that u is a well-defined formal power series because b :=
∑

α·λ ̸=0
cαxα

α·λ vanishes at the
origin, so we can compose the two series and the result is another formal power series that does
not vanish at the origin. Thus, u is a formal unit and

δ(u) = δ(eb) = ebδ(b) = u ·
∑

α·λ̸=0

cαx
α.

Then, we can write f = ug with g = u−1f and

δ(g) = δ(u−1)f + u−1δ(f) = −u−1 ·

 ∑
α·λ̸=0

cαx
α

 f + u−1cf =

( ∑
α·λ=0

cαx
α

)
g.

Let us see that c′ :=
∑

α·λ=0 cαx
α must be c0 and we will have the result:

Note that δ(c′) = 0, so if we decompose g as a sum of eigenvectors of δ (which can be done in a
unique way by [13, Lemma 2.3]), g =

∑
µ∈C gµ with δ(gµ) = µgµ, we have

δ(g) =
∑
µ∈C

µgµ = c′g =
∑
µ∈C

c′gµ,

and since µgµ and c′gµ are both eigenvectors of δ for µ, by the uniqueness of the decomposition,
we must have µgµ = c′gµ for every µ ∈ C. Since g ̸= 0 (as otherwise f is zero and there is nothing
to prove), some gµ ̸= 0. But then c′ = µ and the only possibility for this is if c′ = µ = c0, as the
value of c′ at the origin is c0. □

Remark. The same result is true for any semisimple derivation since there exists a formal
coordinate change in which it is diagonal. Particularly, for any δ ∈ mDer, if δS(f) ∈ mf , then
there exists a formal unit u and a formal power series g such that f = ug and δS(g) = 0.

Proposition 5.1. Let D be a free divisor in a complex analytic manifold of dimension n. Let
f be a reduced local equation of D around 0 such that it is not a product. If D is not strongly
Euler-homogeneous at 0, then f ∈ mn+1.

Proof. Let δ1, . . . , δn be a basis of Derf and αi ∈ O be such that δi(f) = αif for i = 1, . . . , n.

We may assume that f = det(A) with A the Saito matrix, so αf = δ(f) = A∂(f) and
∂(f) = Adj(A)α, where α = (α1, . . . , αn)

t and Adj(A) is the adjugate matrix of A (the trans-
pose of its cofactor matrix). Since D is not strongly Euler-homogeneous at 0, every αi ∈ m (as
otherwise δi/αi would be an Euler vector field for f). But f is not a product, so Derf ⊂ mDer
and all the entries of A also lie in m. This implies that the entries of Adj(A) lie in mn−1 and
hence the coordinates of ∂(f) = Adj(A)α lie in mn. Thus, the partial derivatives of f lie in mn

and f lies in mn+1. □

In what follows, f will be a reduced local equation around 0 of a plane curve D ⊂ C2 that it is
not a product.

Proposition 5.2. If f ∈ m3 and δ is a singular logarithmic derivation such that δ(f) ∈ mf ,
then δ is nilpotent.
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Proof. Let δ = δS + δN be the decomposition of δ into a semisimple and a nilpotent part that
commute and choose a (formal) coordinate system for which δS is diagonal. We know that δS
and δN are also logarithmic for f , so there exist a, b ∈ Ô such that δS(f) = af and δN (f) = bf .
Since δ(f) ∈ mf and b ∈ m by Corollary 3.3, we have that a ∈ m. Now, by the preceding lemma,
there exists a unit u and a series g such that f = ug and δS(g) = 0.

Let us suppose that δ is not nilpotent and so δS := λ1x∂x + λ2y∂y ̸= 0. In particular,
(λ1, λ2) ̸= (0, 0), and since δS(g) = 0, every monomial xα1yα2 appearing in g must verify
α1λ1 + α2λ2 = 0. Thus, there exist two coprime integers p, q ≥ 1 such that every monomial of
g is of the form ckx

kpykq for some integer k ≥ 1 and ck ∈ C. Let ck0
xk0pyk0q (with ck0

̸= 0) be
the initial form of g (note that g ̸= 0 since f ̸= 0), so

g =
∑
k≥k0

ckx
kpykq = xk0pyk0q

(
ck0

+
∑
k>k0

ckx
(k−k0)py(k−k0)q

)
= vxk0pyk0q,

where v = ck0
+
∑

k>k0
ckx

(k−k0)py(k−k0)q is a unit. Then, f = uvxk0pyk0q ∈ m3, so k0p ≥ 2 or
k0q ≥ 2 and f is not reduced as a formal power series. This implies by Proposition 2.1 that f
is not reduced as a convergent series and we get a contradiction, so we must have δS = 0 and
δ = δN is nilpotent. □

Every plane curve is a free divisor. Now, the proof of the conjecture for n = 2 is an almost
straightforward consequence of the preceding proposition.

Corollary 5.1. Plane curves that satisfy LCT are strongly Euler-homogeneous.

Proof. Since these are local properties, it is enough to show that if f is not strongly Euler-
homogeneous at 0, then LCT does not hold for f at 0. We may assume that f is not a product,
as otherwise the problem would be reduced by Lemma 2.2 to dimension 1, where the equation
becomes u ·x1 = 0 with u a unit and x1∂1 is a strong Euler vector field for x1. So Derf ⊆ mDer
and f = det(A) ∈ m2 with A the Saito matrix for a suitable basis of Derf . If f /∈ m3, then
we know that it is strongly Euler-homogeneous at 0 by Proposition 5.1 and there is nothing to
prove, so we may assume f ∈ m3.

Let us suppose that f is not strongly Euler-homogeneous at 0, so δ(f) ∈ mf for all δ ∈ Derf . This
means, by the preceding proposition, that every derivation on Derf is nilpotent. In particular,
by Corollary 3.1, the matrices of their linear parts are nilpotent. But then all their traces are 0
and, by Theorem 4.1, LCT cannot hold. □

Unfortunately, Proposition 5.2 cannot be generalized to higher dimension. Indeed, it is not even
true for n ≥ 3 that if f ∈ mn+1 and δ(f) ∈ mf , then tr(δ) = 0, as the following example shows:

Example 5.1. Let n ≥ 3 and f = (x3
1 − x3

2)x3 . . . xn ∈ mn+1. Derf is a free module of which a
basis is {δ1, . . . , δn}, where

δ1 = x1∂1 + x2∂2, [0, 2cm]δ2 = x2
2∂1 + x2

1∂2, [0, 2cm]δi = xi∂i, 3 ≤ i ≤ n.

Let ηi = 3δi − δ1, 3 ≤ i ≤ n. We have that ηi is diagonal (and therefore, not nilpotent) and
ηi(f) = 0 but tr(ηi) = 1 for all 3 ≤ i ≤ n.

Nevertheless, Lemma 5.1 allows us to simplify the proof of Conjecture 1.1 in dimension 3 given in
[9], without using the formal structure theorem [9, Theorem 5.4]. But first, we need to introduce
the concept of a Koszul free divisor [5, Definition 1.6].
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Definition 5.1. Let D ⊂ X be a divisor in a complex analytic manifold of dimension n. We
say that D is Koszul free at x ∈ X if it is free at x and there exists a basis {δ1, . . . , δn} of
DerX,x(− logD) such that the sequence of symbols {σ(δ1), . . . , σ(δn)} is regular in the graded
ring with respect to the order filtration of the ring of linear differential operators at x (which
is the polynomial ring O[x1, . . . , xn, ξ1, . . . , ξn], where ξi = σ(∂i) for i = 1, . . . , n). We say D is
Koszul free if it is Koszul free at each x ∈ X.

In [9, Corollary 1.5], the authors prove that Koszul free divisors satisfy Conjecture 1.1, so we
can restrict ourselves to the case in which D is not Koszul free.

Theorem 5.1. Let D be a free divisor in a complex analytic manifold of dimension 3. If LCT
holds for D, then it is strongly Euler-homogeneous.

Proof. Let us suppose that D is not strongly Euler-homogeneous. As before, we may assume
that D is not a product (in such a case, by Lemma 2.2, we can reduce the problem to dimension
2, where we know the result is true) and that it is not strongly Euler-homogeneous at 0, so if f is
a reduced local equation for D at 0, then we have Derf ⊆ mDer and δ(f) ∈ mf for all δ ∈ Derf .
We may also assume that D is not Koszul free at 0, as we know the result is true for Koszul free

divisors. Let us see that every δ ∈ D̂erf must verify tr(δ) = 0 (by linearity, it is enough to show
it for a basis). In particular, each δ in Derf will also have zero trace, and by Theorem 4.1 this
will imply that LCT cannot hold for D.

By Corollary 3.4, we can take a basis B of D̂erf in which each derivation is either semisimple or

nilpotent. Let A be the Saito matrix of this basis, so f = u · det(A) for some unit u ∈ Ô. As we
discussed previously, every nilpotent derivation has zero trace, so it remains to prove that the
same is true for the semisimple derivations of B.

Let δ be a semisimple derivation of B. By Theorem 3.1, there exists a formal system of coor-
dinates in which δ is diagonal (say δ =

∑3
i=1 λixi∂i). Since δ(f) ∈ mf , by Lemma 5.1, there

exist a unit v ∈ Ô and g ∈ Ô such that f = vg and δ(g) = 0 (note that g is also reduced by
Proposition 2.1) Now, we can distinguish three cases (which are the subcases of Case II in the
proof of Theorem 1.6 in [9]):

• Only one of the λi is not zero: after renaming the variables we may assume that

λ1 = λ2 = 0 and λ3 ̸= 0. In this case, g is annihilated by ∂3, which is not in mD̂er,
so D is (formally, and then, convergently by Proposition 2.3) a product and we get a
contradiction.

• Exactly two of the λi are not zero: as before, we may assume λ1 = 0, λ2, λ3 ̸= 0. In
this case, g is of the form

∑
λ2j+λ3k=0 ajk(x1)x

j
2x

k
3 or, equivalently,

∑
µ∈N aµ(x1)x

µp
2 xµq

3

where p, q ≥ 1 are coprime and λ2p + λ3q = 0 (if p = q = 0, g would be a product).
Since g = v−1udet(A) and λ1 = 0, g ∈ ⟨x2, x3⟩. This implies that a0(x1) = 0 and we
can extract xp

2x
q
3 as common factor. But g is reduced, so we must have p = q = 1 and

λ2 + λ3 = 0, meaning tr(δ) = 0.
• None of the λi is zero: if we truncate the coordinate change that makes δ diagonal

at a sufficiently high order, we get a convergent η ∈ Derf such that its linear part is

precisely of the form
∑3

i=1 λiyi∂i. In this case, LX(logD), the logarithmic characteristic
subvariety, which is the variety defined by the symbols of the logarithmic derivations in
the cotangent bundle, has dimension n = 3. Indeed, as the singular locus of a (singular)
free divisor is of the largest possible dimension, we have that SingD is of dimension
1. But since λi ̸= 0 for all i, there exists a sufficiently small neighbourhood V ⊂ D
in which η only vanishes at the origin, so σ(η) determines a hypersurface (which is of
dimension 2) over each singular point of V \ {0}. Thus, the maximal possible dimension
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of LX(logD) is 1+2 = 3, which is also the minimal one [14, 3.17]. But then D is Koszul
free by [5, Corollary 1.9] and we get a contradiction.

We conclude that every derivation of B must have zero trace, and so LCT cannot hold. □

APPENDIX

Appendix A. Clarifying the argument in the proof of the conjecture for n = 2
in [4]

In [4, Theorem 3.3], the authors state without proof that if D is a plane curve and f ∈ m3 is a
reduced local equation for D around 0, then there exists a basis {δ1, δ2} of Derf such that δ1
has no linear part. Although this is true, the proof needs some attention.

What can be said a priori is the following (later we will prove that, in fact, condition (2) cannot
hold).

Proposition A.1. Let D be a plane curve and let f ∈ m3 be a reduced local equation for
D around 0. Then, after a possible change of variables, there exists a basis of Derf (as an
O-module) such that one of the following two conditions holds:

(1) At least one of its elements has zero linear part (and therefore it is nilpotent).
(2) The linear parts of its elements are x∂x and y∂x.

Proof. Every plane curve is a free divisor, so by Saito’s Criterion, we know that there exists a
basis {δ1, δ2} of Derf such that (

δ1
δ2

)
= A

(
∂x
∂y

)
with f = det(A).

Note that, since f is reduced and belongs to m3, it cannot be a product by Lemma 2.2. Hence,
all the entries of A lie in m and the determinant of the linear parts of the entries of A must
vanish. If δi0 = (aix+ biy)∂x + (cix+ diy)∂y for i = 1, 2, then we have∣∣∣∣ a1 c1

a2 c2

∣∣∣∣ = ∣∣∣∣ b1 d1
b2 d2

∣∣∣∣ = ∣∣∣∣ a1 d1
a2 d2

∣∣∣∣+ ∣∣∣∣ b1 c1
b2 c2

∣∣∣∣ = 0.

Let us consider the derivations δ′1 = a2δ1 − a1δ2 and δ′2 = −b2δ1 + b1δ2, whose linear parts are:

δ′10 = (a2b1 − a1b2)y∂x + (a2d1 − a1d2)y∂y,
δ′20 = (a2b1 − a1b2)x∂x + (a2d1 − a1d2)x∂y,

where we have used that b1c2 − b2c1 = a2d1 − a1d2. There are two possibilities:

• If a2b1 − a1b2 ̸= 0, then {δ′1, δ′2} is another basis of Derf . Dividing by a2b1 − a1b2
and setting a = (a2d1 − a1d2)/(a2b1 − a1b2) we have derivations whose linear parts are
x(∂x + a∂y) and y(∂x + a∂y). By performing the linear coordinate change x′ = x and
y′ = y−ax we have ∂x = ∂x′ −a∂y′ and ∂y = ∂y′ , so we get derivations δ′′1 and δ′′2 whose
linear parts are x′∂x′ and (ax′ + y′)∂x′ . We just need to replace δ′′2 by δ′′2 − aδ′′1 to get
(2) in the variables x′, y′.

• If a2b1 − a1b2 = 0, we claim that also a1d2 − a2d1 = 0. It is clear if a1 = a2 = 0, and
otherwise (b1, b2) = λ(a1, a2) for some λ ∈ C. From 0 = b1d2− b2d1 = λ(a1d2−a2d1) we
get a1d2 − a2d1 = 0 or λ = 0, in which case (b1, b2) = (0, 0) and we get a1d2 − a2d1 = 0
from the last equality. Hence, δ′10 and δ′20 are zero. If at least one of a1, a2, b1, b2 is not
zero, then δ′1 or δ′2 can be part of a basis of Derf and we have (1).
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Otherwise, we have δ10 = (c1x+ d1y)∂y and δ20 = (c2x+ d2y)∂y, so we can consider
δ′1 = c2δ1 − c1δ2 and δ′2 = −d2δ1 + d1δ2, whose linear parts are:

δ′10 = (c2d1 − c1d2)y∂y,
δ′20 = (c2d1 − c1d2)x∂y.

Again, if c2d1 − c1d2 ̸= 0, we have that {δ′1, δ′2} is a basis of Derf . Dividing by
c2d1 − c1d2 and exchanging x and y, we have a basis with x∂x and y∂x as linear parts.

Finally, if c2d1 − c1d2 = 0, then, either c1 = d1 = 0 or (c2, d2) = η(c1, d1) for
some η ∈ C. In the first case we have δ10 = 0 and in the second one, we have that
{δ′1 = δ1, δ

′
2 = ηδ1 − δ2} is a basis of Derf with δ′20 = 0.

□

The following lemma gives a necessary condition for a plane curve to be strongly Euler-homogen-
eous at 0 in terms of the linear parts of a basis of its logarithmic derivations.

Lemma A.1. Let D be a plane curve and let f ∈ m3 be a reduced local equation for D around 0
such that it is not a product. Let {δ1, δ2} be a basis of Derf with δi0 = (aix+biy)∂x+(cix+diy)∂y
for i = 1, 2 and let

B =

(
a1 b1 c1 d1
a2 b2 c2 d2

)
.

If D is strongly Euler-homogeneous at 0, then rank(B) = 1.

Proof. Let αi ∈ O be such that δi(f) = αif . We may assume that f = det(A) with A the Saito
matrix (δ = A∂), so αf = A∂(f) and ∂(f) = Adj(A)α. In particular, we have

∂x(f) = a22α1 − a12α2

∂y(f) = −a21α1 + a11α2
if A =

(
a11 a12
a21 a22

)
.

Since f ∈ m3, ∂x(f) and ∂y(f) are in m2, so if we call αi0 the constant term of αi:{
(c2x+ d2y)α10 − (c1x+ d1y)α20 = 0

−(a2x+ b2y)α10 + (a1x+ b1y)α20 = 0

From this, we get the homogeneous linear system of equations
−a2 a1
−b2 b1
−c2 c1
−d2 d1

( α10

α20

)
= 0.

Note that the rank of the matrix of this system is the rank of B. Since D is strongly Euler-
homogeneous at 0, some αi must be a unit, and so this system must have a non-trivial solution,
what can only happen if rank(B) ≤ 1. But B cannot be the zero matrix, as otherwise every
δ ∈ Derf , not having linear term, would increase the order of f and none of them could be an
Euler vector field. We conclude that rank(B) = 1. □

Corollary A.1. In the situation of Proposition A.1, (2) cannot hold (and so the statement given
in the proof of Theorem 3.3 in [4] is true).
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Proof. Let us suppose that (2) holds and let {δ1, δ2} be the basis of Derf as in Proposition A.1.
The matrix B of the preceding lemma is in this case

B =

(
1 0 0 0
0 1 0 0

)
,

which has rank 2, so D is not strongly Euler-homogeneous at 0. This means that δi(f) ∈ mf for
i = 1, 2. Then, the linear parts of the basis, as they do not increase the order, must annihilate
the initial form of f . So if fk ∈ mk \ mk+1 (k ≥ 3) is the initial form of f , then ∂x(fk) = 0
and fk = yk. But in the proof of Theorem 3.3 in [4], the authors show that, if fk = xpyq and
the linear part of a logarithmic derivation that is not an Euler vector field is qx∂x − py∂y, then
f = xpyq after a coordinate change. We have a particular case of this fact with p = 0 and q = k,
so f can be written as yk in some coordinate system. But then f is not reduced, contradicting
the initial supposition. □

Remark. Apart from this, there is no need to consider that one of the logarithmic derivations has
no linear part in the proof of Theorem 3.3 in [4]. What can be easily deduced from the arguments
given there is that every δ ∈ Derf such that δ(f) ∈ mf must be nilpotent, as we proved in a
completely different way in Proposition 5.2. Then, if D is not strongly Euler-homogeneous at
0, every logarithmic derivation is nilpotent and, by the argument given in Corollary 5.1, LCT
cannot hold.
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Departamento de Álgebra, Universidad de Sevilla, C/Tarfia s/n, 41012 Sevilla (Spain)
Email address: adelvalle2@us.es

https://DOI.org/10.1007/BF01405360

	1. Introduction
	2. Preliminaries
	3. Semisimple and nilpotent derivations
	4. A necessary condition for LCT in free divisors
	5. LCT and Euler-homogenenity for free divisors
	Appendix A. Clarifying the argument in the proof of the conjecture for n=2 in 2002
	Declarations
	Funding
	Competing interests

	References

